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ABSTRACT

The U.S. Department of Energy (DOE) Office of Remedial Action and
Waste Technology has as one of its goals the standardization of
field measurements made by remedial action contractors throughout
the country. In support of this goal, the Technical Measurements
Center (TMC) was established at the DOE Grand Junction, Colorado,
Projects Office, and tasked with developing and/or recommending
measurement methods for use in support of remedial action programs.
One part of this technical support is the provision of calibration
facilities for standardization of field measurements. This report
presents results of a study conducted to assign calibration
parameters to 59 calibration ’'pads’ maintained by the Department of
Energy at seven permanent and three temporary (remedial action)
sites across the United States. The pads are concrete cylinders,
roughly 5 feet in diameter and 2 feet high, and are enriched in
radium—226, thorium—232, and/or potassium—-40. They are used to
calibrate those portable field instruments that are used by
remedial action contractors to make direct, in-situ measurements of
radium-226, thorium—232, and potassium—40.

Calibration parameters were assigned to the pads by combining the
results of two sets of measurements. First, physical samples '
collected from the pads were assayed in the laboratory using a

high-resolution germanium detector. The samples were prepared by

crushing, drying, and sealing against loss of radon—-222. Calibration

of the laboratory—measurement system provides traceability of the
results to nationally recognized standards. Second, gamma-ray flux
emanating from the pads was measured in the field using a high-
resolution germanium detector. These results provide consistency
among the assignments, such that a calibration performed on one set
of pads will be statistically idemntical to that performed on
another set. Ancillary field measurements were made of secular
equilibrium in the pads, of moisture content in the pads, and of
instrument performance, especially dead time. Results of these
ancillary measurements were used to correct the laboratory— and
field-measurement data. Both sets of data were then subjected to a
regression analysis from which the final calibration-pad assign-
ments were derived. These assignments, together with the raw data
and detailed explanation of the assignment process, are presented
in this report,.






1.0 EXECUTIVE SUMMARY

1.1 PROBLEM DEFINITION AND APPROACH

The objective of this study was to assign calibration parameters
to 59 calibration pads located at Grand Junction, Colorado, and
at six secondary field sites and three uranium—mill-tailings
remedial action sites across the United States. These pads are
maintained by the U.S. Department of Energy (DOE) for purposes of
instrument and measurement calibration. Each of the 59 pads
included in this study is described in Table 1-1 with respect to
its designation, location, property serial (tag) number, size,
and primary source of enrichment (George and Knight, 1982).
Fundamental calibration parameters to be assigned to the pads are
concentrations by dry weight (specific activities) of radium—226,
thorium-232, and potassium—40. Secondary parameters assigned to
the pads are moisture content, radon—222 exhalation, and dry
bulk density. The secondary parameters may be used to correct
instrument response to the fundamental parameters.

Parameters assigned to the pads must meet two requirements:
First, the values must be traceable to national standards, and,
second, the values must be consistent from pad to pad. The
consistency requirement ensures that calibration of a specific
instrument performed on one pad will be statistically the same as
a calibration of the same instrument performed on another pad.

In the past, calibration parameter assignments for certain pads
were determined directly from laboratory measurements of physical
samples collected from the pads. For the 'E’ series of pads
listed in Table 1-1, assignments were made by Mathews and Kosanke
(1978). For the 'W’' series of pads in Table 1-1 (the large pads
located at the Walker Field Airport, Grand Junction), assignments
were made by Ward (1978) and by Stromswold (1978). For the other
pads listed in the table, no prior published assignments have
been made. In all cases, past assignments have been based solely
on laboratory measurements using gamma-ray spectroscopy. The
intent of this present study was to not only repeat the
laboratory measurements, but to obtain in—situ measurements of
gamma-~ray count rates from each of the pads and to correlate both
sets of data in order to make ’'best’' estimates of the needed
parameters, while balancing the sometimes conflicting goals of
traceability to standards and consistency of calibrations. The
scope of the study also included obtaining a set of separate,
independent measurements to test and verify the assignments.



Table 1-1.

Description of the Calibration Pads

Pad _ Location Tag Number Sizel (jjlr_ggigggy_EggigbgggZE:
El Grand Jct., GY0-10253 3.5 x 1.5 Ra-226, 25 pCi/g
E2 Colorado GJ0-10254 Ra-226, 80 pCi/g
E4 GJ0-10255 Ra-226, 400 pCi/g
ES GJ0-10256 Ra-226, 900 pCi/g
CE2 Casper, GJ0-10130 Ra—-226, 80 pCi/g
CE4  Wyoming 6J0-10131 Ra-226, 400 pCi/g
GE2  Grants, New GJ0-10132 Ra-226, 80 pCi/g
GE4  Mexico GJ0-10133 Ra-226, 400 pCi/g
TE2 George West, GJ0-10134 Ra—226, 80 pCi/g
TE4 Texas GJ0-10135 Ra-226, 400 pCi/g
w1 Walker Field, GJO-3019 30 x 40 x None, Normal Concrete
w2 Grand Jct., GY0-3019 1.5 E-40, 50 pCi/g
w3 Colorado GJ0-3019 Th-232, 5 pCi/g
w4 GJ0-3019 Ra-226, 12 pCi/g
w5 GJ0-3019 Ra-226, 8 pCi/g;
Th-232, 2 pCi/g;
K-40, 35 pCi/g
H1 Grand Jct., GJ0-12417 4.0 x 1.67 None, Normal Concrete
H2 Colorado GJ0-12413 K-40, 50 pCi/g
B3 GJ0-12414 Ra-226, 160 pCi/g
H4 GJO-12415 Th-232, 70 pCi/g
5 GI0-12416 Ra-226, 100 pCi/g;
Th-232, 20 pCi/g;
K-40, 40 pCi/g
PK Grand Jct., GJ0-X11602 5.0 x 2.0 K-40, 50 pCi/g
PL Colorado GJ0-X11609 Ra-226, 90 pCi/g
PH GJ0-X11616 Ra-226, 400 pCi/g
PT GJO0-X11623 Th-232, 30 pCi/g
PB GJ0-X11630 None, Ottawa Sand
CPK  Casper, GJO-X11603 5.0 x 2.0 EK-40, 50 pCi/g
CPL Wyoming GJ0-X11610 Ra-226, 90 pCi/g
CPH GJ0-X11617 Ra-226, 400 pCi/g
CPT GJ0-X11624 Th-232, 30 pCi/g
CPB GJ0—-X11631 None, Ottawa Sand

diameter by height.

magnitude’

activities.

8Two dimensions indicate cylindrical configuration listed as

Three dimensions indicate rectangular
configuration listed as length by width by thickness.

bThe specific activities only indicate approximate 'order—of
Assigned values are presented in Table 1-2.



Table 1-1. Description of the Calibration Pads (continued)
Pad Location Tag Number _Size® (ft) Primary Enrichment®
GPK Grants, New GJ0-X11604 5.0 x 2.0 K-40, 50 pCi/g
GPL  Mexico GI0-X11611 Ra-226, 90 pCi/g
GPH GJ0-X11618 Ra-226, 400 pCi/g
GPT GJ0-X11625 Th-232, 30 pCi/g
GPB GJ0-X11632 None, Ottawa Sand
TPK George West, GJ0-X11605 5.0 x 2.0 K-40, 50 pCi/g
TPL Texas GJ0-X11612 Ra—226, 90 pCi/g
TPH GY0-X11619 Ra—-226, 400 pCi/g
TPT GJ0-X11626 Th-232, 30 pCi/g
TPB GY0-X11633 None, Ottawa Sand
SPK Spokane, GJ0-X11606 5.0 x 2.0 K-40, 50 pCi/g
SPL Washington GIY0-X11613 Ra-226, 90 pCi/g
SPH GJ0-X11620 Ra-226, 400 pCi/g
SPT GJ0-X116217 Th-232, 30 pCi/g
SPB GJ0-X11634 None, Ottawa Sand
RPK  Reno, Nevada GJO0-X11607 5.0 x 2.0 K-40, 50 pCi/g
RPL GJ0-X11614 Ra—-226, 90 pCi/g
RPH GJ0-X11621 Ra-226, 400 pCi/g
RPT GJ0-X11628 Th-232, 30 pCi/g
RPB GI0-X11635 None, Ottawa Sand
MPK Morgantown, GJ0-X11608 5.0 x 2.0 K-40, 50 pCi/g
MPL West Virginia GJ0-X11615 Ra-226, 90 pCi/g
MPH GJ0-X11622 Ra-226, 400 pCi/g
MPT GJ0-X11629 Th-232, 30 pCi/g
MPB GJ0-X11636 None, Ottawa Sand
NPL Niagara Falls, GJ0-X11637 5.0 x 2.0 Ra-226, 15 pCi/g

New York
NPH Middlesex, GJ0-X11639 Ra-226, 50 pCi/g
New Jersey
-PPL Salt Lake GJ0-X11638 5.0 x 2.0 Ra-226, 15 pCi/g
PPH City, Utah GJ0-X11640 Ra-226, 50 pCi/g

8Two dimensions indicate cylindrical configuration listed as
diameter by height. Three dimensions indicate rectangular
configuration listed as length by width by thickness.

The specific activities only indicate approximate 'order—
of-magnitude’ activities. Assigned values are presented in Table
1-2,



In summary, this study involved the acquisition of three major
data sets:

¢ Gamma-ray measurements made on each of the pads using a
high-resolution (high-purity germanium) detector.

e Gamma-ray measurements (laboratory assays) of physical
samples from the pads.

¢ Gamma-ray measurements made on each of the pads using a
sodium iodide detector,

The first two data sets were used to generate the parameter

assignments. The third set was used only to check, and thus
verify, those assignments.

1.2 DATA COLLECTION AND REDUCTION

1.2.1 Parameter Assignment
Data sets were generated from the following measurements:

e Measurements of gamma—ray count rates observed on the
pads, made using a high—-purity germanium detector. Net
count rates were determined for the following gamma-ray
photopeaks:

-— 1461 keV from K-40

-— 1765 keV from Bi-214
~- 2615 keV from T1-208
-~ 1001 keV from Pa—234m

e Measurements of in—situ moisture content, made using a
neutron—neutron moisture gauge.

e Laboratory measurements of dry-weight concentrations of
K-40, Ra-226, and Th-232, made on samples from the pads
using a lithium—drifted germanium [Ge(Li)] gamma-ray
spectroscopy system, calibrated against New Brunswick
Laboratory (NBL) uranium and thorium standards and a
potassium standard made locally from K,(00;. Measurements
were made for the following gamma—ray photopeaks:

-= 1461 keV from K-40
-~ 1765 keV from Bi-214
—- 2615 keV from T1-208



Laboratory measurements of dry bulk density were also
made.

The data sets were reduced as follows:

A correction for gamma-ray attenuation by moisture was
computed from the neutron—neutron measurements and from
the dry bulk density.

A correction for Rn—-222 exhalation was computed from a
ratio comparison of the in—-situ count rates at 1001 keV
with those at 1765 keV (and from ancillary measurements
of relative detector efficiency and from laboratory
measurements of relative gamma-ray branching ratios).

The observed count rates were corrected for dead time of
the measurement system, for moisture content, and for
Rn-222 exhalation.

A regression analysis was performed on the data set of
laboratory assays versus the set of corrected in—situ
count rates. From this regression, best estimates of
K~-40, Ra-226, and Th-232 concentrations (and their
uncertainties) were made.

1.2.2 Parameter Verification

The following data set was collected:

Measurements of gamma-ray count rates on the pads, made
using a sodium iodide detector, 4 inches in diameter by 4
inches high, collimated with an external shield.

Observed count rates were measured for the following
spectral windows:

== 1320 to 1575 keV (principally K-40 at 1461 keV)
~- 1650 to 2390 keV (principally Bi-214 at 1765 and 2204 keV)
—— 2475 to 2765 keV (principally T1-208 at 2615 keV)

The data were reduced as follows:

The observed count rates were corrected for system dead
time, for moisture content, and for Rn-222 exhalation.
The last two corrections were derived from the data

obtained to generate parameter assignments (cf. Section
1.2.1).



e A calibration factor for the detector was determined
using the corrected count-rate data and the parameter
assignments for the pads. Since all the pads were in-
cluded, the calibration coefficients were overdetermined
and a 'best’ calibration factor was determined through
regression analysis.

e Using that calibration factor, count rates expected from
each pad were calculated from the assigned parameters. A
comparison was then made between the expected count rates
and the observed count rates for each pad. The uncer-
tainties in the expected and observed count rates were
also compared.

1.3 RESULTS AND CONCLUSIONS

Table 1-2 presents the calibration—pad parameter assignments,
expressed in dry-weight concentrations, for Ra-226, K-40, and
Th-232. These assignments are reasonable, based on the observa-
tions summarized in Table 1-3 and discussed below. However, the
uncertainties in the assignments are larger than one would like
to see for calibration ’'standards,’ especially for the radium
concentrations in the pads enriched in radium.

The uncertainties in the radium assignments are particularly
large because the measurements of radon exhalation made for this
study were very uncertain, However, even if the measurements
could have been made with complete certainty, it is important to
note that the state of exhalation of a given pad changes with
meteorologic conditions, as demonstrated in measurements made on
the 'W’ pads at Walker Field (Stromswold, 1978; Novak, 1985). A
fairly large uncertainty for the radium assignments is therefore
qualitatively justified in the sense that the (unknown) particu-—
lar state of exhalation of a given pad will always have a direct
effect on the ‘calibration factors determined for specific instru-
ments, As is further discussed in Section 6.3, the radium
assignments agree with the laboratory values more closely than
what is indicated by the assignments’ uncertainties. Neverthe-—
less, we conclude that the large uncertainties for the radium
assignments are justified for calibration purposes, even though
the radium-226 concentrations could be determined with smaller
uncertainties than the assigned values. It is apparent, and we
recommend, that further work be done to measure the radon exhala—
tion from the pads, except from the Walker Field pads, and to
determine the variation in exhalation associated with each pad.



Table 1-2. Parameter Assignments for the Calibration Pads
Assigned Concentration (pCi/g)?®

Pad _Ra-226 Th-232 K-40
El1 25.21 + 6.68 0.67 + 0,10 13.30 + 0.72
E2 80.34 + 14.12 0.79 + 0.10 13.83 + 0.98
E4 395.84 + 46.92 0.66 + 0.12 11.43 + 1.48
ES 871.45 + 97.72 0.75 + 0.12 14.27 + 2.18
H1 0.84 + 0.90 0.67 + 0.10 10.95 + 0.62
H2 0.67 + 0.9 0.08 + 0.06 54.00 + 1.56
H3 161.83 + 20.40 0.66 + 0.08 11.31 + 0.86
H4 11.03 + 4.00 67.90 + 1.24 10.76 + 1.48
H5 102.59 + 17.42 19.57 + 0.54 37.75 + 1.60
PK 1.16 + 0.78 0.04 + 0.06 50.96 + 1,50
PL 85.71 + 14.16 0.64 + 0.10 15.78 + 1.02
PH 374.36 + 47.06 0.60 + 0.10 15.80 + 1.58
PT 6.63 + 3.06 31.28 + 0.86 14.92 + 1.08
PB 0.0 + 0.3 0.0 + 0.3 0.0 + 0.1
w1 0.82 + 1.02 0.67 + 0.10 12,67 + 0.72
w2 1.92 + 1.54 0.87 + 0.12 45.58 + 1.82
w3 1.70 + 1.38 4.92 + 0.26 17.07 + 0.82
V4 12.07 + 5.64 1.04 + 0.12 17.56 + 0.98
W5 8.36 + 3.52 1.91 + 0.16 34.68 + 1.46
NPL 15.83 + 5.32 0.64 + 0.10 10.92 + 0.72
PPL 15.08 + 5.54 0.62 + 0.10 10.84 + 0.66
NPH 44.20 + 9.72 0.73 + 0.10 11.13 + 0.82
PPH 49.34 + 10.78 0.63 + 0.10 10.97 + 0.86
GE2 83.13 + 15.42 0.70 + 0.10 12.93 +1.02
GE4 396.66 + 49.70 0.80 + 0.12 12,20 + 1.48
GPK 0.58 + 0.82 0.01 + 0.06 51.53 + 1.46
GPL 87.78 + 14.32 0.50 + 0.10 15.58 + 1,02
GPH 375.74 + 45.14 0.61 + 0.10 15.93 + 1.62
GPT 6.57 + 3.14 30.23 + 0.80 14.94 + 1.02
GPB 0.0 + 0.3 0.0 + 0.3 0.0 +0.1
TE2 83.53 + 15.10 0.66 + 0.10 13.17 + 0.98
TE4 398.74 + 50.36 0.51 + 0.10 11.44 + 1,58
TPK 0.69 + 0.86 0.00 + 0,06 52.81 + 1.46
TPL 87.02 + 14.68 0.57 + 0.10 15.49 + 1,02
TPH 385.36 + 47.52 0.45 + 0.10 14.85 + 1.42
TPT 5.96 + 2.96 31.21 + 0.82 15.03 + 1.08
TPB 0.0 + 0.3 0.0 +0.3 0.0 +0.1
MPK 0.22 + 0.56 0.02 + 0,06 52.45 + 1.46
MPL 89.88 + 14.42 0.56 + 0.10 15.88 + 1.02
MPH 384.23 + 47.08 0.50 + 0.10 16.11 + 1.48
MPT 7.01 + 3.14 32.03 + 0.76 15.78 + 1,08

Uncertainties are two sigmas (95 percent confidence level).



Table 1-2. Parameter Assignments for the Calibration Pads
(continued)

Assigned Concentration (pCijg)fL ___________
Pad . Ra-226 e _Th-232 e _.__KkK-40
MPB 0.0 + 0.3 0.0 +0.3 0.0 +0.1
RPK 0.69 + 0.86 0.04 + 0.06 52.01 + 1.60
RPL 85.01 + 7.76 0.62 + 0.10 16.12 + 1,02
RPH 373.97 + 46.02 0.53 + 0.10 15.76 + 1.52
RPT 6.40 + 3.02 31.60 + 0.74 15.40 + 1.08
RPB 0.0 + 0.3 0.0 +0.3 0.0 +0.1
SPK 0.58 + 0.78 0.01 + 0.06 51.64 *+ 1.46
SPL 93.67 + 15.36 0.59 + 0.10 15.97 + 1,02
SPH 374.28 + 46.62 0.57 + 0.10 14.88 + 1.48
SPT 6.68 + 3.18 30.80 + 0.78 14.45 + 1.02
SPB 0.0 + 0.3 0.0 + 0.3 0.0 +0.1
CE2 81.45 + 14.42 0.79 + 0.12 13.63 + 0.98
CE4 409.93 + 50.90 0.66 + 0.10 12.29 + 1.58
CPK 0.76 + 0.90 0.04 + 0.06 51.36 + 1.46
CPL 91.77 + 15.20 0.54 + 0.10 15.44 + 1.02
CPH 360.65 + 43.82 0.55 + 0.10 14.99 + 1.58
CPT 6.07 + 2.92 30.18 + 0.78 14,13 + 1.02
CPB 0.0 + 0.3 0.0 +0.3 0.0 +0.1

Uncertainties are two sigmas (95 percent confidence level).
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The potassium assignments are in good agreement with laboratory
assays, the assignment being within 2 pCi(K-40)/g of the labora-
tory value in every case. We believe this order of precision,
and uncertainty, is as good as, or better than, the level of
accuracy and uncertainty which can be attained with commonly used
field instrumentation (spectrometers equipped with sodium iodide
detectors). We conclude therefore that the potassium assignments
are reasonably accurate and precise.

The thorium assignments are the most relatively certain of all
the assignments, though the laboratory measurements suffered due
to the difficulty in observing the 2615-keV photopeak for many of
the samples from the radium—enriched pads. On the other hand,
the 2615-keV photopeak was easily observable for the in-situ
measurements, and was measured relatively precisely. We conclude
that the thorium assignments are reasonably accurate and precise.

The assignments for the barren pads (PB, GPB, TPB, MPB, RPB, SPB,
and CPB) are zero because we were unable to measure their
radioelement concentrations, even on samples in the laboratory.
Furthermore, we implicitly assumed the concentrations in the
barren pads to be zero by using them to determine background
count rates. In reality, the concentrations in these pads are
not zero, but are small enough to be negligible. The associated
uncertainties were assigned through subjective analyses and
informal discussions with laboratory personnel.

Measurements for verification of the assignments were disappoint-—
ing. Measurements of background count rates were apparently
contaminated. We suspect that the contamination resulted from a
neutron source carried on the truck containing the sodium iodide
detector system. The poor measurements of background essentially
invalidated many of the other measurements, except those of the
primary enriched element in each pad. Furthermore, we suspect
that the procedure used to set the gain of the system, and to
stabilize it, did not permit the system to perform as well as we
had hoped, and also contributed to some of the problems encoun—
tered in data analysis. The chief value of these data, there-
fore, was the determination that there are no obvious 'flyers’ in
the assigned concentrations, at least for the principal enriched
element in each pad. Using the data obtained from the verifica-
tion measurements, we were able to verify the assignments only to
within 12 percent for the potassium content of the potassium
pads, 12 percent for the apparent radium content of the radiuvm
pads, and 7.5 percent for the thorium content of the thorium
pads.

10



1.4 USING THE RESULTS FOR ROUTINE CALIBRATIONS

During the course of this study, correction factors were
determined for radon-222 exhalation and moisture content; they
are presented in Table 1-4. Measurements to derive these factors
were performed concurrently with those conducted for purposes of
assigning parameter concentrations. The factors therefore
reflect the conditions of the pads at those times. The same
conditions may not be present at any other time. However, it may
not be possible or practical to measure prevailing conditions, in
order to determine corrections, each time the pads are used for
calibration. On the other hand, both radon-222 exhalation and
moisture content directly influence field measurements of
radioelement concentrations. We therefore suggest two possible
approaches when using the calibration models.

1. Ignore the corrections while performing both calibration and
field measurements. If the exhalation and moisture
conditions in the field were coincidentally the same as those
in the set of calibration models used, then no error would
result in the field measurements of radioelement
concentrations., If the conditions in the field were not the
same as those in the models, then an error would result in
the estimation of radioelement concentrations measured in the
field. The error inherent in these field estimates would be
related to the departure of conditions in the field from
those in the models at the time of calibration. Although
this method of accounting for moisture and exhalation may not
be wholly satisfactory, it is no worse than making an error
related to, for example, the total amount of moisture or
exhalation.

2. Apply corrections while performing calibration based on con—
ditions in the models at that time, and apply analogous
corrections to the field measurements based on ambient condi-
tions in the field. This approach, though scientifically
attractive, may be impractical or technically ineffective if,
for example, the moisture content or radon exhalation, or
both, varies considerably over the field site.

In the case of either approach, it is beneficial to know or
estimate the moisture and exhalation conditions in the
calibration models, This is true of the first approach described
above because conditions in the field are not measured and are
therefore assumed to be the same as those in the models, whether
known or estimated. Use of the second approach dictates the need
to know moisture and exhalation conditions in the pads at the
time of calibration. ' Should it be impossible or impractical to

11



measure prevailing conditions at the time of calibration, the
correction factors cited in Table 1-4 may be used. It is
important to note, however, that the uncertainties in those
factors are fairly large; and since these uncertainties propagate
into the final radioelement concentrations inferred from the
field measurements, the user may wish to make every attempt to
obtain the necessary instruments and measure the moisture content
and radon—222 exhalation in the models at the time of
calibration, in order to determine more precise corrections.

Table 1-4. Correction Factors Derived During This Study
for the Calibration Pads

Correction Factor?

Fad Radon-222 Exhalation __ _ Moisture Content
El 1.364 + 0.185 1.068 + 0.008
E2 1.151 + 0.102 1.074 + 0.008
E4 1.105 + 0.065 1.086 + 0.010
ES 1.093 + 0.058 1.065 + 0.007
H1l 1.022 + 0.574 1.110 + 0.013
H2 1.022 + 0.591 1.084 + 0.010
H3 1.063 + 0.067 1.106 + 0.012
H4 1.022 + 0.188 1.057 + 0.006
H5 0.980 + 0.092 1.082 + 0.009
PK 1.368 + 0.863 1.082 + 0.009
PL 1.232 + 0.104 1.104 + 0.012
PH ' 1.282 + 0.074 1.103 + 0.012
PT 1.368 + 0.310 1.094 + 0.011
PB 1.000 + 0.000° 1.000 + 0.000°
w1 1.171 + 0.601 1.148 + 0.017
w2 1.171 + 0.431 1.144 + 0.016

dUncertainties are one sigma (68 percent confidence level).
See Sections 4.2 and 4.3 for further details on these factors.

PThe moisture correction factors cited here are those for
Ra-226. Correction factors for Th-232 and K-40 are nearly, but
not exactly, the same (see Section 4.2).

°It is assumed that the barren pads contain no measurable
radium; hence, no radon would be produced and the exhalation
correction factor is assumed to be unity, with zero uncertainty.
Similarly, it is assumed that the Ottawa sand used to construct
the pads contains negligible moisture; hence, the moisture
correction factor is also assumed to be unity, with zero
uncertainty.
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Table 1-4. Correction Factors Derived During This Study
for the Calibration Pads (continued)

Correction Factor®

Pad Rgdon—ggg_Exha;nggg~h___~_‘_ Moisture Contentb
W3 1.171 + 0.466 1.119 + 0.014
w4 1.171 + 0.272 1.143 + 0.016
W5 1.171 + 0.233 1.137 + 0.016
NPL 1.471 + 0.233 1.100 + 0.011
PPL 1.254 + 0.190 1.100 + 0.011
NPH 1.213 + 0.134 1.108 + 0.012
PPH 1.470 + 0.150 1.113 + 0.013
GE2 1.175 + 0.105 1.141 + 0.016
GE4 1.218 + 0.071 1.089 + 0.010
GPK 1.368 + 0.904 1.071 + 0.008
GPL 1.405 + 0.114 1.096 + 0.011
GPH 1.332 + 0.076 1.082 + 0.009
GPT 1.368 + 0.306 1.085 + 0.010
GPB 1.000 + 0.000° 1.000 + 0.000°
TE2 1.272 + 0.108 1.110 + 0.013
TE4 1.248 + 0.075 1.133 + 0.015
TPK 1.368 + 0.819 1.073 + 0.008
TPL 1.384 + 0.119 1.092 + 0.010
TPH 1.466 + 0.083 1.091 + 0.010
TPT 1.368 + 0.317 ' 1.091 + 0.010
TPB 1.000 + 0.000° 1.000 + 0,000°
MPK 1.368 + 1.499 1.072 + 0.008
MPL 1.413 + 0.110 1.085 + 0.010
MPH 1.387 + 0.080 1.074 + 0,008
MPT 1.368 + 0.302 1.074 + 0.008
MPB 1.000 + 0.000°¢ 1.000 + 0.000°
RPK 1.368 + 0.819 1.092 + 0.011
RPL 1.254 + 0.107 1.085 + 0.010
RPH 1.358 + 0.079 1.084 + 0.010

8Uncertainties are one sigma (68 percent confidence level).
See Sections 4.2 and 4.3 for further details on these facfors.

The moisture correction factors cited here are those for
Ra-226. Correction factors for Th-232 and K-40 are nearly, but
not exactly, the same (see Section 4.2).

°It is assumed that the barren pads contain no measurable
radium; hence, no radon would be produced and the exhalation
correction factor is assumed to be unity, with zero uncertainty.
Similarly, it is assumed that the Ottawa sand used to construct
the pads contains negligible moisture; hence, the moisture
correction factor is also assumed to be unity, with zero
uncertainty.
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Table 1-4. Correction Factors Derived During This Study
for the Calibration Pads (continued)

- _._.Correction Factor® ___ __________
Pad  ____ _Radon—222 Exhalation __________Moisture Content’
RPT 1.368 + 0.309 1.071 + 0.008
RPB 1.000 + 0.000° 1.000 + 0.000°
SPK 1.368 + 0.886 1.071 + 0.008
SPL 1.508 + 0.119 1.092 + 0.010
SPH 1.406 + 0.081 1.085 + 0.010
SPT 1.368 + 0.298 1.079 + 0.009
SPB 1.000 + 0.000° 1.000 + 0.000°
CE2 1.238 + 0.107 1.080 + 0.009
CE4 1.268 + 0.074 1.097 + 0.011
CPK 1.368 + 0.781 1.074 + 0.008
CPL 1.477 + 0.117 1.086 + 0.010
CPH 1.307 + 0.078 1.088 + 0.010
CPT 1.368 + 0.316 1.092 + 0.010
CPB 1.000 + 0.000° 1.000 + 0.000°

8ncertainties are one sigma (68 percent confidence level).
See Sections 4.2 and 4.3 for further details on these factors.

The moisture correction factors cited here are those for
Ra-226. Correction factors for Th—232 and K-40 are nearly, but
not exactly, the same (see Section 4.2).

©fIt is assumed that the barren pads contain no measurable
radium; hence, no radon would be produced and the exhalation
correction factor is assumed to be unity, with zero uncertainty.
Similarly, it is assumed that the Ottawa sand used to construct
the pads contains negligible moisture; hence, the moisture
correction factor is also assumed to be unity, with zero
uncertainty.

2.0 BACKGROUND

|
|

2.1 CONCEPTS AND LIMITATIONS

For the purpose of assigning parameters to the pads, it was
assumed that the pads would be used only for calibrating
instruments responsive to gamma rays emanating from the pads.

The specific isotopes of interest are Ra-226, where the
instruments are responsive primarily to the daughters Bi~214 and
Pb-214; Th—232, where the instruments are responsive primarily to
the daughters T1-208 and Ac—-228; and K-40, where the instruments
are responsive directly to K-40. It would be ideal if the
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instruments responded linearly to the dry-weight concentrations
of these isotopes; however, complicating factors modify the
observed proportionality. Two main factors are moisture, which
affects all three isotopes, and Rn-222 exhalation, which affects
Ra-226. Moisture modifies the proportionality because it
attenuates gamma-ray count rates. Radon-222 exhalation modifies
the proportionality because it escapes from the pads and is a
daughter between Ra-226 and Bi-214 in the Ra-226 decay chain.
Another complicating factor that must be considered for certain
instruments is the dead time of the measurement system,

The parameter assignments made in this study are the result of
three major steps. First, physical samples collected from the
pads were assayed in the laboratory to determine a 'laboratory
assay’' estimate of the concentrations of Ra-226, Th-232, and K-40
in each pad. Second, in-situ measurements of gamma-—ray count
rates at specific gamma-ray energies were made, and the observed
count rates were corrected for instrument dead time, moisture
content of each pad, and radon—-222 exhalation from each pad.
Third, the two data sets were correlated to derive a 'best
estimate’ of the concentrations of Ra-226, Th-232, and K—40 in
each pad.

It is often suggestcd that these concentration assignments should
be based on laboratory data only. However, experience has shown
(Heistand and George, 1981; George and others, 1983) that
analyzing samples from the pads does not always produce a reli-
able estimate of the radioelement concentrations in the pads.
Experience has also shown that observed count rates obtained
using a specific instrument on a specific rad can be very repeat—
able. Thus, the ratios of concentrations in two or more pads can
be determined reasonably precissly through in-situ gamma-ray
measurements, while the absolute concentrations in each pad may
be relatively uncertain if they are determined from laboratory
measurements only. The method used in this study is therefore
justified by the fact that the assigned concentrations satisfy
two important criteria: they are comsistent by virtue of the in—
situ data collected and traceable to standards as a result of the
correlation between in-situ and laboratory data.

The method used in this study to assign concentrations does im—
pose certain limitations on the results. First, the assignments
are for calibration of gamma—ray measurements only, the objective
of the study being to assign concentrations for the three
isotopes of interest im terms of their (equivalent) gamma—ray
intensities. Second and third, the assignments reflect a
specific state of moisture content and Rn-222 exhalatiom in the
pads. Corrections were made for these conditions with a view to
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making the assignments independent of them; however, this re-
quires that similar corrections be applied by a user to reflect
the state of these conditions at the time of routine calibra-
tions. Unless the user has the capability to make moisture and
exhalation measurements, he must assume some representative
values. It is well known that apparent concentrations of the
Walker Field pads vary with meteorologic conditions (Stromswold,
1978; Novak, 1985); however, the magnitude of this effect is not
presently known for the rest of the pads. The Walker Field pads
are exposed to rain, snow, and ice, whereas all other pads con-
sidered in this study are kept covered and dry. Because they are
kept dry, we expect variations in moisture and exhalation to be
smaller.

2.2 METHOD USED TO MAKE ASSIGNMENTS

The fundamental relationships between the count rates (in cps)
observed using the high-resolution detector and the dry-weight
concentrations (in pCi/g) of the isotopes of interest are the
following:

e For Ra-226:

CRa = kRaFeFm(1765)[Rdb(1765)] (2-1)
e For Th-232:
e For K-40:
where

and where Cp,., Crhe and CK are dry-weight concentrations of Ra-
226, Th-232, and K-40, respectively; kRa‘ krp and kg are propor-
tionality constants for the isotope indicated; F, is the correc—
tion factor for Rn—222 exhalation; Fm(E) is the moisture correc—
tion factor for the gamma-ray energy indicated; Rdb(E) is the
observed count rate corrected for dead time and ambient back—
ground for the energy indicated; F4 is the correction fer dead

time of the measurement system; FdB is the correction for dead time
of the PB pad measurement at a given site; RO(E) is the observed
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count rate at the gamma-ray energy indicated; and BO(E) is the
observed background count rate at the energy indicated.
Background was determined from measurements on the barren pad at
each site. The variable STh is used to correct the count rate
observed in the 1461-keV photopeak from K-40 for interference
from the 1459-keV photopeak from Ac-228, a thorium daughter.

Measurements and data analyses leading to evaluations of each of
the above-mentioned factors are detailed in subsequent sections
of this report. A brief description of the procedures used to
evaluate each of these factors and to ultimately determine the
parameter assignments is provided in the following subsection.

2.2.2 Summary of Procedure

The following step—-by—step procedure was used to derive the
parameter assignments:

1. Prior to commencing measurements on the calibration
pads, proper functioning of the detector and electronic
equipment was verified and system performance was quan-
tified. Measurements were made to assess detector
resolution and efficiency, system linearity with energy,
system dead time, and system sensitivity to a specific
gamma-ray source held in a specific repeatable geometry.
Measurements of detector resolution and system sensitiv—
ity to the specific source were repeated routinely during
the course of the study to monitor and verify continued
adequate performance of the system.

2. Measurements were made of the gamma-ray intensities on
each calibration pad. The detector was collimated, and
a8 4096-channel spectrum for each pad was stored on
magnetic tape.

3. Net photopeak areas were extracted from each spectrum
for a few specific photopeaks, using an algorithm
described by Murri and others (1983); these results were
designated the observed count rates. The photopeaks
extracted for the parameter assignments were 1765 keV,
2615 keV, and 1461 keV from Ra-226, Th—232, and K-40,
respectively. One other photopeak, 1001 keV from
Pa-234m, was extracted for pads containing more than
'barren’ amounts of radium in order to determine the
correction for Rn—222 exhalation,
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Moisture was measured in each of the pads using a com-
mercially available 'moisture gauge’ which measures the
partial demsity of water. The dry bulk density of each
pad was determined in the laboratory from samples of
concrete from the models. These two values were combined
with the gamma-ray mass attenuation coefficients for dry
concrete and for water at the specific energies of inter-
est to calculate the moisture correction factor for each
pad. This factor is the ratio of the wet to dry linear
attenuation coefficients (Wilson and Stromswold, 1981).

Radon—222 exhalation was measured for each of the pads
containing significant radium by measuring the intensity
of the Pa-234m photopeak. Protactinium—-234m is a short-
lived daughter of U-238 and is therefore a direct
measure of U-238. Radium—226 concentration can be
inferred from U-238 concentration if the U-238/Ra-226
equilibrium ratio is known. In this case, the equilib-
rium ratio for the uranium ore used to construct the
pads is known to be close to unity. The apparent
U~-238/Bi-214 equilibrium ratio was then determined
through relative comparison of U-238/Bi-214 concentra-—
tions. This equilibrium ratio is the desired exhalation
correction factor.

Laboratory measurements were conducted to determine
radium, thorium, and potassium concentrations. Both
radiometric and wet-chemical methods were used, but the
main emphasis was placed on the former. The assays were
made on physical samples that were collected from the
models while they were being constructed. The samples
were prepared for assaying by crushing and drying, then
packing in aluminum cans which were sealed and set aside
to permit secular equilibrium to occur. The radiometric
assays were made using a high-resolution gamma-ray
spectroscopy system calibrated with uraniom and thorium
standards (the 100A Series) from New Brunswick
Laboratory (Trahey and others, 1982) and a potassium
standard of K,C0;. Wet—-chemical methods were used to
determine U-238 concentrations and to check potassium
concentrations.

The resulting data sets (Steps 3 through 6) were
combined by means of a regression analysis to derive the
best estimates of concentrations for each of the pads.
These results are the parameter assigmnments for the

pads.
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8. An analysis was performed to estimate the uncertainty in
each of the concentration assignments.

2.3 METHOD USED TO VERIFY ASSIGNMENTS

2.3.1 Fundamental Relationships

Measurements were made with a sodium iodide detector to verify
the parameter assignments. The detector, 4 inches in diameter by
4 inches in length, is part of a system known as the Calibration
Facilities Monitoring System (CFMS). The CFMS was used to col-
lect gamma-ray count-rate data in the 'standard KUT' spectral
windows (Wilson and Stromswold, 1981). For purposes of this
study, it was assumed that gamma-ray flux from K-40 affects only
the count rate in the potassium window, while flux from both
radium (uranium) and thorium affects the count rates in all three
windows. This assumption neglects pileup effects and therefore
assumes reasonably low count rates; however, the assumption is
consistent with what is expected theoretically and observed in
practice.

The fundamental relationships between the observed count rates
(in cps) and the in—situ concentrations (in pCi/g) of the three
isotopes of Iinterest are the following:

Rgp (Wg)F(Wg) = a;;Cp + a3,Cp,/Fe + a13Cy, (2-5)
Rip (WRa)Fm(WRa) = 899Cpa/Fo *+ 893Cry (2-6)
Ryp (W, )P (W) = a37Cre/Fe + a33Cy (2-7)
where
Ryp (W) = F4IR (W IR (W) - F4lB (W)]B_ (W) (2-8)

and where Cp, Cp.., Cpy. F (W), F,, F?[R]. R (W), and B (W) are as
defined for equations (2-1) through (2-4) except that W indicates
a relatively wide spectral window W rather than a specific energy
E; and a;q, a4,, 813, 899, 873, 835, and a are constants,
related to other constants commonly called sensitivity factors
and stripping ratios.
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2.3.2 Summary of Procedure

The following step-by—step procedure was used to verify the
parameter assignments:

1.

Dead time for the CFMS was determined using the two-
source method described by Kohman (1949).

Detector semsitivity, linearity, and resolution were
monitored routinely using specific gamma-ray sources in
a repeatable geometry.

The observed count rate was measured for each pad
following a standard setup procedure.

An 'overdetermined’ calibration factor for tbhe CFMS was
derived by performing a regression analysis on all cor-
rected data from all of the pads. The regression was
based on the set of equations (2-5) through (2-8).
Correction factors for moisture and exhalation were the
same ones used to assign the parameters to the pads,
derived from data acquired with the high-purity
germanium detector.

Using the calculated calibration coefficients and the
assigned parameters for each pad, the 'expected’ count
rates for each window on each pad were calculated.
These 'expected’ count rates were compared with the
observed count rates in an attempt to verify the
assigned parameters for each pad.

3.0 FIELD MEASUREMENTS FOR PARAMETER ASSIGNMENT

3.1 COLLECTION OF GAMMA-RAY DATA

3.1.1 Equipment Description and Performance

The high—resolution gamma-ray spectroscopy system used for the
field measurements consists of an intrinsic germanium detector
with a charge—sensitive preamplifier, an ORTEC Model 572 ampli-
fier, a Tracor Northern TN-1213 (200-MHz) analog-to-digital con-
verter (ADC) stabilized by a Tracor Northern NS-454 digital
stabilizer, a Tracor Northern TN-1710 multichannel analyzer
(MCA), and various peripheral equipment as shown in Figure 3-1

20



10399390 WNIURWII

31q83I0d 9HdH JIALIO YITA wo3sdg ALdoossorjoadg Lvy-svumey arrqoy jo wmezderqg Io014g

*1-¢ axndyy

TYNIWEIL
00 LN3TIS
[
3d02SOTIIIS0
$06-08
XINOHLY 31 ¥31NNOD
43080034 AX 7¥3N1L VN0
8%00.-dH 9121
YHYZEANYD
~
¥ILNNOO
3AI14d / ¥3RIL g A0 B1ML
3dvl 91Li
234434 VHUIENVO HOLVHINID
35INd
NOONVY
2-80 ON@
¥3Z1718vis 1no 357nd
PS¥-SN
WILSAS NYIHLHON
AHOWINW HOOVYL
3L13NsIg
LII-NL
is3L
L
nyd ¥IM0d dWYIUd
100 ¥0L93130
Jav uvod 1NNl indtno | 031WO
YW iz-hl (40008} AH
NYIHLYON _llL
[oIPAL FE HOOVHL ONIOT-UUNY
NY3IHLHON 31ve LIGIHN) P
ELEL TS
246931480 nevsic
| S o.._.omn: 06601
9FIINNIL

21



(Murri and others, 1983). Data acquired using this system are
stored on magnetic tape and subsequently transferred to a local
computer for reduction.

The detector is an ORTEC Gamma Gage with supporting storage/fill

dewar. Specifications and measured characteristics of the par-
ticular detector used are listed in Table 3-1.

Table 3-1. Characteristics of the Germanium Deiector

Parameter . ———__Specified __Measured
Diameter (em) 5.57 a
Length (cm) 6.64 a
Active Volume (cm?) 148.4 a
Resolution (keV at 1333 keV) 2.10 1.97

Efficiency at 1333 keV [in

percent relative to a 3 in.

x 3 in. NaI(Tl) detector] 30.0 33.8
Peak—to—Compton Ratio 52:1 70.4:1

To ensure that the field measurements would reliably represent
the prevailing radiometric conditions of the calibration pads,
proper functioning of the gamma-ray spectroscopy system was veri-
fied both prior to and during the course of data acquisition on
the pads. This frequent monitoring ensured that the system was
operating properly at the start of data collection and remained
stable throughout the data—gathering effort.

One element of this verification procedure consisted of demon-
strating the validity of the pulser method, which was used for
dead—-time correction (Murri and others, 1983). To accomplish
this verification, measurements were made using the two—source
method, and each measurement was corrected for dead time on the
basis of the concurrently gathered pulser data, as described in
Section 4.1.1. A residual dead—time correction was then computed
from these adjusted data, using the polynomial method described
by Kohman (Kohman, 1949; George, 1982). If the dead-time correc-
tion provided by the pulser method were adequate, then the resi-
dual dead-time correction would be near 1.00, i.e., no correction
would be needed. It was found in this study that, within
counting statistics, no residual correction was needed, i.e.,
that the pulser method alone was adequate. These data and
results are presented in Table 3-2 and Figure 3-2.
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Table 3-2, Pulser Dead-Time Verification Data and Results

Observed Count Rate, R_ (cps)

Source 1 Source 2 Sources Background
1 and 2

413.00 1039.14 1230.41 199.49

452 .30 1203.56 1447.13

509.21 1413.96 1732.32

719.95 2302.16 2794 .51

929.81 3172.80 3871.49

Corrected Count Rate, R, (cps)®

Sources
Source 1 Source 2 1 and 2 Background
409.40 1059.86 1260.47 199.49
451 .35 1206.32 1461.80
513.66 1429.50 1753.80
721.62 2333.46 2850.03
928.88 3241.36 3966.56

Residual Dead-Time Correction Factor, Fq,

Fgr = 1 - (3.104363x107 )R, + (6.989682x107 )R}

Rc Far
1260. 47 0.99720
1461. 80 0.99696
1753.80 0.99671
2850.03 0.99683
3966.56 0.99868

—
R, = FgR,, where Fy was determined from

pulser measurements.
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Two indicators of proper hardware functioning are system resolu-
tion and sensitivity. Resolution was monitored using the 1333-
keV gamma ray of Co-60, as described in Section 3.1.2. The
results of repeated measurements are plotted as a function of the
measurement sequence number in Figure 3-3, where the sequence
number is a rough indicator of time. The mean value of 2.59 +
0.09 keV at 1333 keV is greater than the value of 1.97 keV cited
in Table 3-1, because the amplifier pulse—shaping time constant
was adjusted to improve performance at high count rates, thereby
degrading observed resolution. Nevertheless, the resolution
obtained in the field was quite adequate for the desired applica-—
tion. Stability of the system was good, as evidenced by the
small fluctuations in resolution measurements (Figure 3-3). 1In
fact, the maximum fluctuations correspond to less than 0.5
channel in the MCA.

Sensitivity is a measure of detector photopeak efficiency, i.e.,
counts registered in the photopeak per corresponding gamma ray
incident on the detector. This measured value was monitored
using the 1765-keV photopeak of Bi—-214 in equilibrium with its
parent Ra-226 in a sealed 'button’ source. The net area (counts)
in this photopeak, corrected for system dead time, is plotted
versus its measurement sequence number in Figure 3-4. As can be
seen, 68 percent of the measured values lie within their one-
sigma uncertainties of the mean value of 7843.5 counts, as
expected from Poisson statistics.

On the basis of the results described above, it was concluded
that the high-resolution gamma-ray spectroscopy system was func-—
tioning properly throughout the period of data acquisition on the
pads, and that, as a consequence, there appear to be no signifi-
cant systematic errors that would invalidate these data.
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3.1.2 Data—Collection Procedures and Spectrum Reduction

In order to make the measurements as repeatable as possible, a
specific procedure for data collection was followed. Imn the
event that the spectroscopy system had been powered down after
its previous use, the system was powered up and allowed to equil-
ibrate electronically for at least 1 hour prior to starting date
acquisition each day. Following this equilibration period,
adjustments of amplifier DC level and pole zero were made in
accord with procedures given in the manufacturer’s operating
manual. The amplifier gain and ADC zero level were then
adjusted, if necessary, to obtain specific, predetermined,
energy-per—channel and energy-of-channel-zero values for energy
calibration of the MCA. After performing these adjustments, the
DC level and pole zero were rechecked and ’'fine tuned’ if
necessary,

Spectral measurements were then made on both Co—60 and Ra-226
standard ('button’) reference sources to emsure that the system
was operating within its warranted characteristics and that the
results were statistically consistent with previous measorements
of the same sources. To eliminate the potential for errors that
might occur as a result of variable reference-source positioning,
a plastic jig was used to maintain the reference sources in a
repeatable measurement geometry relative to the detector.

Once the verification measurements were completed, the detector,
attached to its storage/fill dewar and supporting stand, was
positioned above the center of the pad to be measured. The lower
surface of the detector was maintained at a height of 7.6 cm
above the pad surface. In order to reduce interference from
other radioactive sources and to eliminate field—of-view effects
due to differing pad radii, the detector was shielded by lead in
the form of a cylindrical annulus, 5.1 cm in radial thickness by
10.5 em in vertical (axial) thickness. These dimensions are
adequate to exclude from 90 percent (in the case of the 2615-keV
radiation) to 95 percent (1461 keV) of the ambient background
radiation, and to effectively collimate the radiation from each
pad into a beam of constant cross—sectional area.

The mean repetition frequency of the random pulser was then
adjusted to a suitable value, based on the gross count rate
observed on the pad (Murri and others, 1983); the amplitude of
the pulser signal was adjusted to place the peak centroid in a
preselected channel of the MCA. Spectral data from each pad were
then acquired for 5000 seconds of MCA live time in a 4096-channel
analyzer. The resulting spectra were written onto nine—track
magnetic tape for subsequent computer processing.
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Following data acquisition on each pad, the Ra-226 standard
source was remeasured to ascertain whether any significant change
in system characteristics had occurred during pad measurement.

If such a change was detected, the gain, zero—level, DC-1level,
and pole-zero adjustments were made as necessary, and the pad
measurement was repeated.

After each spectral measurement of a pad, the interstitial mois—
ture in the concrete was measured using a commercially available
moisture gauge, as described in Section 3.2. This measurement
was always deferred until the spectral measurement was completed
to avoid introducing spurious gamma radiation into the spectra
due to neutron activation of the pad material by the moisture
gauge.

Spectrum reduction was accomplished by searching predefined
regions of interest to determine the presence and net area of
spectral peaks. The energies and corresponding channel regions
are listed in Table 3-3. The regions are defined in such a way
that at least ten channels of Compton background occur on each
side of the peak.

Table 3-3. Peaks and Spectral Regions for Analysis

Energy Peak Spectral Region

Nuclide (keV) Centroid First Last
___Channel Channel Channel

Bi-2148 609.3 932 910 960
Pa-234mP 1001.2 1532 1505 1560
Bi-2148 1120.3 1714 1685 1740
Co-60°¢ 1332.5 2038 2015 2065
K-40° 1460.8 2235 2206 2266
Bi-2142-b.c¢ 1764.5 2699 2611 2731
Pulser 1980.7 3030 3000 3060
Bi-214% 2204.2 3372 3343 3403
Bi-2148 2447.8 3745 3716 3776
T1-208Y 2614 .5 4000 3972 4032

2Peaks used for determination of detector photopeak
efficiency.

Peaks used for determination of concentration assignments
in this study.

®Peaks used for monitoring system performance.
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The data in each region were first ’'smoothed’ using a five—point,
binomial smoothing algorithm (Murri and others, 1983). Next,
first differences were computed from the smoothed data using a
four-point, central-difference algorithm, The first-difference
array was then checked point by point to determine the boundaries
of the peak. Because of the criteria used to define these boun-
daries (cf. Murri and others, 1983), the data-reduction software
effectively imposes minimum detection limits on each peak in the
spectrum. These limits depend primarily on the shape of the peak
and of the spectrum in the vicinity of the peak, as well as the
peak—to—Compton ratio. Thus, a peak that may appear ’'detectable’
to an operator viewing the spectrum on the MCA display screen
might not be ’'found’ by the software if it is not sufficiently
prominent above the Compton continuum or if the smoothed data in
the lower energy half of the peak do not increase monotonically
with channel number. Peaks which were so 'missed’ are designated
in the various tables in this report as being ’'below detection
limit.’' Since this limit depends in part on the spectral shape,
no absolute limits of radioelement concentration (minimum detect—
able activities) corresponding to the software ‘detection limits’
have been computed.

Once the boundaries of the peak were determined, the width was
checked to ensure that it was a real peak and not just a broad
excursion in the spectrum, such as a Compton edge. Six channels
on each side of the peak were then averaged to determine the
high~energy and low—energy Compton backgrounds. The background
under the peak was calculated using an algorithm described by
Gunnink (1979); this value was then subtracted from the number of
gross counts in the peak to yield the net area. The net aresa
must exceed a predetermined value (arbitrarily set as ten counts
for this analysis) in order for the peak to be designated as
'detectable.’ Uncertainties in the background and net area were
also computed, on the basis of standard error-propagation tech-
niques (Bevington, 1969).

The resulting data set for each pad (Table 3-4) contains the
following components: the net area in each radioelement photopeak
of interest used in this study (1001 keV, 1461 keV, 1765 keV, and
2615 keV) together with its uncertainty as computed by the algo-
rithm described above; the net area observed in the pulser 'pho-
topeak’ and its uncertainty; the pulser ’'trigger out’' count (the
number of pulses input during the MCA live-time interval), as
recorded on a scaler; the dry bulk density of the concrete
matrix, determined from laboratory measurements; and the partial
density of interstitial water, as measured by the moisture gauge.
In addition, the ambient background in each photopeak of interest
was measured at each field calibration site; these data are
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presented in Table 3-5. It was assumed that background activity

at each site was well represented by the spectrum obtained on the
PB (barren) pad at that site.
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Table 3—-5. Ambient Background Activity Observed
on the PB Pad at Each Site?

Net Area (counts)b

Pad K-40 Bi-214('Ra-226') T1-208('Th-232') Pa-234m
(1461 keV) (1765 keV) (2615 keV) (1001 keV)

PB 89.1 + 12.4 62.2 + 9.6 59.0 + 8.8° d

GPB 105.3 + 13.6 117.7 + 13.17 81.6 + 10.4 d

TPB 69.0 + 10.2¢ 170.7 + 9.5 63.0 + 17.9€ d

MPB 54.8 + 10.1 167.5 + 14.8 78.0 + 9.6¢ d

RPB 152.9 + 14.2 60.2 + 9.9 94.0 + 9.7¢ d

SPB 144.9 + 13.7 66.0 + 9.5¢ 88.7 + 10.2 d

CPB 118.7 + 13.8 70.6 + 10.6 84.0 + 9.2€ d

8NPL, NPH, PPL, and PPH pads were measured while they
were physically located at the DOE Grand Junction Projects
Office (background pad PB).

Uncertainties are one sigma (68 percent confidence
interval).

®Read directly from the MCA (TN-1710) peak-search module.

dBelow detection limit.

3.2 COLLECTION OF MOISTURE DATA

3.2.1 Equipment Description

Interstitial moisture contained in the pads was determined from
data collected with a Model 3411-B Surface Moisture-Density Gauge
manufactured by Troxler Electronic Laboratories, Inc, The
instrument measures the count rate of those neutrons, emitted by
an americium-beryllium neutron source contained in the instru-—
ment, that have been reduced to thermal emnergies by collision
with hydrogen nuclei in the material being measured and back-
scattered into the instrument’s detector. These count-rate data
are then input to a microprocessor, also contained in the instru-
ment, to calculate the amount of moisture (partial density of
water) in the material under investigation. The microprocessor
compares the observed neutron count rate with the count rate
obtained when the instrument is mounted on a factory-supplied
reference block. The block permits calibration against a
standard of known hydrogen content.

Initial calibration of the instrument was performed by the manu-
facturer. This calibration was verified by measuring the mois-
ture content in the upper barren zone of the KW model and
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comparing the results with previous moisture measurements
obtained for this model (Koizumi, 1981). The KW model is a
borehole calibration model located in Grand Junction; the
outside surface of a portion of its upper barren zone is
accessible,

The moisture-density gauge may be operated in either a 'back-
scatter’ or a 'direct transmission’ mode. As mentioned above,
the former was used in measurements on the concrete pads. The
large size of the pads makes them appear 'infinite’ to the in—
strument, so no correction for the effect of finite pad size is
needed. The depth of investigation (98 percent signal) for 0.25
g/cc of interstitial water is 8 inches (Troxler Electronic
Laboratories, Inc., 1980). The manufacturer cautions that a
surface error must be considered when making measurements on
surfaces that are not flat. This error is stated to be —-0.017
g/cc at 0.25 g/cc of water if the detector is positioned 1.25 mm
(0.050 in.) above -the surface while measuring in the backscatter
mode. Since the surfaces of the calibration pads are only
approximately flat, care was taken with each measurement to
obtain maximum pad-to~detector contact. The effect of detector
elevation was tested, and it was determined that no correction
need be applied to the moisture measurements to compensate for
the 'rough’ surfaces of the pads.

The moisture—density gauge also contains a Cs-137 gamma—ray
source and a detector for use in determining the dry bulk density
of the material under investigation. Since most of the pads are
significantly enriched with radium, thorium, or potassium, how—
ever, the density response of the instrument was erronecus due to
the high gamma-ray activity of the enriched concrete. As a
consequence, the demsity readings obtained with this instrument
were not used in this study and hence are not reported. Instead,
all of the dry-bulk-density data reported herein are the results
of laboratory measurements made on samples that were collected
when the pads were being constructed.

Moisture data were collected on the pads according to procedures
described in the manufacturer’s instruction manual. After turn-
ing the instrument on and allowing it to stabilize for several
minutes, a measurement was made on the reference block. Measure—
ments were then made on ome or more of the concrete pads. A
"slow’ acquisition time of 4 minutes was used for all readings.
Table 3-6 presents the moisture data acquired on each of the
calibration pads.
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The observed count rate measured by the instrument on the refer-
ence standard was very comsistent over the course of the measure-
ments; for all repeat measurements on the reference block, the
coefficient of variation in the observed count rates was 0.71
percent, which is well within the manufacturer’s stated tolerance

limit of 1 percent.

In addition, the hydrogen content of the

reference standard is warranted by the manufacturer to an

accuracy of 4 percent.

These two uncertainties,

when combined in

quadrature with the counting uncertainties associated with
result in an overall uncertainty

in the measured moisture values of approximately 11 percent.

measurements made on the pads,

Results of Neutron Moisture Measurements
Made Using the Troxler Model 3411-B

Moisture-Density Gauge

Table 3-6.
Pad Date of
_._Measurement ____
El 02/02/83
04/11/83
E2 02/G2/83
04/11/83
E4 02/02/83
04/11/83
ES 02/02/83
04/11/83
CE2 09/12/83
CE4 09/12/83
GE2 06/09/83
06/09/ 83
GE4 06/09/83
06/09/83
TE2 06/15/83
06/16/ 83
TE4 06/15/83
06/16/ 83
H1 02/02/83
04/06/ 83
H2 02/02/83
04/06/ 83

8Computed by the instrument (Model 3411-B)
according to the manufacturer’s calibration
results and data collected on the factory-
supplied reference block.

94

91

99

96
110
112

90

93
104
122
173
172
115
112
136
128
163
160
139
138
112
108

36

Observed
_Lounts

Moisture

___fglee) _

0.118
0.113
0.126
0.120
0.142
0.144
0.112
0.116
0.135
0.162
0.238
0.236
0.150
0.145
0.183
0.171
0.225
0.220
0.186
0.184
0.145
0.139



Table 3-6. Results of Neutron Moisture Measurements
Made Using the Troxler Model 3411-B
Moisture-Density Gauge (continued)

Pad Date of Observed  Moisture®
Measurement Counts (g/ec)
H3 02/02/83 137 . 0.183
02/18/83 136 0.182
03/11/83 134 0.177
H4 02/02/83 84 0.103
04/06/ 83 79 0.095
HS 02/02/83 107 0.138
04/06/83 114 0.148
w1 03/02/83 194 0.256
w2 03/02/83 197 0.260
W3 03/02/83 158 0.208
w4 03/02/83 187 0.247
w5 03/02/83 185 0.244
PK 02/02/83 100 0.127
04/06/83 122 0.160
04/11/83 115 0.149
CPK 09/12/83 101 0.130
GPK 06/09/ 83 99 0.126
06/09/ 83 100 0.127
TPK 06/15/83 100 0.129
06/16/83 102 0.132
SPK 09/07/83 97 0.123
RPK 08/27/83 120 0.161
MPK 08/08/83 96 0.122
08/09/83 98 0.126
PL 02/02/83 126 0.167
04/06/ 83 141 0.188
04/11/83 139 0.185
CPL 09/12/83 113 0.148
GPL 06/09/83 125§ 0.165
06/09/83 124 0.164
TPL 06/15/83 118 0.156
06/16/83 119 0.158
SPL 09/07/83 119 0.157
RPL 08/27/83 111 0.147
R ——

Computed by the instrument (Model 3411-B)
according to the manufacturer’s calibration
results and data collected on the factory—
supplied reference block.
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Table 3-6. Results of Neutron Moisture Measurements
Made Using the Troxler Model 3411-B
Moisture—Density Gauge (continued)

Pad Date of Observed  Moisture?
Measurement _ _ Counts ____ (g/ecc)
MPL 08/08/83 111 0.146
08/09/83 112 0.147
PH 02/02/ 83 126 0.167
04/06/83 143 0.191
04/11/83 137 0.182
CPH 09/12/83 116 0.153
GPH 06/09/83 110 0.142
06/09/83 109 0.141
TPH 06/15/83 119 0.157
06/16/83 119 0.158
SPH 09/07/83 111 0.145
RPH 08/27/83 109 0.144
MPH 08/08/83 99 0.128
08/09/83 97 0.124
PT 02/02/83 116 0.151
04/06/ 83 129 0.170
04/11/83 125 0.164
CcPT 09/12/83 119 0.157
GPT 06/09/83 114 0.148
06/09/83 111 0.144
TPT 06/15/83 119 0.157
06/16/83 116 0.153
SPT 09/07/83 105 0.136
RPT 08/27/83 94 0.121
MPT 08/08/83 96 0.123
08/09/83 99 0.127
NPL 05/03/83 132 0.176
PPL 05/03/83 132 0.17¢6
NPH 05/03/83 142 0.191
PPH 05/03/83 147 0.199

Computed by the instrument (Model 3411-B)
according to the manufacturer’s calibration
results and data collected on the factory-
supplied reference block.
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4.0 REDUCTION OF FIFLD DATA FOR PARAMETER ASSIGNMENT

In order to relate the measurements made on the pads to their
corresponding radiometric concentratioms, as described by equa-
tions (2-1) through (2-3), the data presented in Table 3-4 must
first be converted to count rates by dividing the counts and
their uncertainties by the MCA acquisition live time. These
count rates must then be corrected for system dead time and the
presence of ambient background radiation, then for attenuation by
moisture, and, finally, for Bi-214/Ra-226 disequilibrium if
necessary.

4.1 CORRECTION FOR DEAD TIME AND BACEGROUND

4,1.1 Method

The dead—time correction factor, Fd, is computed by dividing the
pulser 'trigger out’ count by the observed pulser 'photopeak’
area,

Fq = CT/Ap (4-1)
Uncertainty in Fq is calculated using the relatiomship

a(Rg) =\ o' (A )/} - 1/c; (4-2)

where A and o(A ) are the net area and its uncertainty, respec-
tively, as determined from the peak—area extraction algorithm
described in Sectiom 3.1.2, and CT is the 'trigger out’' count.

The covariance term reflecting the correlation between A_ and

has been included. It is assumed that 63 (Cy) = Cp, i.e., that the
pulser 'trigger out’ signal is described by Poisson statistics.

The presence of an ambient background count rate in the photopeak
of interest, due to naturally occurring potassium, uranium, and
thorium in the environment, also requires application of a
correction., Thus, the dead-time and background-corrected count
rate in the photopeak of energy E is

R'(E) = F4R,(E) - F4gB (E) (4-3)

where R4 is its applicable dead-time correction factor, RO(E) is

the count rate observed in the photopeak of energy E, FdB is the

dead-time correction factor applicable to the PB pad measurement,
and BO(E) is the count rate observed in the photopeak of emergy E
on the PB pad at the applicable site. The uncertajnty in the
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dead-time and background-corrected count rate, o[R'(E)], is
calculated using the equation

o[R’ (E)] = {R;(E)c’(Fd) + Fao IR (E)]
(4-4)
+ BL(E)a" (Fgp) + Ffma’[so(E)]}"’

4,1.2 Results

The dead-time correction factors and their uncertainties, as
computed using equations (4-1) and (4-2), are presented in Table
4-1. The background/dead-time correction factors, Fyp, and the
background count rates, Bo' observed at each site are presented
in Tables 4-2 and 4-3, respectively.

Table 4-1. Dead-Time Correction Factors, Fd

Pad Fdé_ L PE§~_.___'—“_E§f—>V'
E1 1.000 + 6.002 GE4 1.020 + 0.001
E2 1.003 + 0.001 GPK 0.999 + 0.001
E4 1.025 + 0.001 GPL 1.006 + 0.001
E5 1.060 + 0.002 GPH 1.019 + 0.001
H1 1.000 + 0.001 GPT 1.003 + 0.003
H2 1.000 + 0.000 TE2 1.006 + 0.001
H3 1.015 + 0.001 TE4 1.021 + 0.001
H4 1.007 + 0.001 TPK 0.999 + 0.000
H5 1.007 + 0.001 TPL 1.004 + 0.001
PK 1.000 + 0.000 TPH 1.017 + 0.001
PL 1.004 + 0.001 TPT 1.002 + 0.001
PH 1.022 + 0.001 MPK 1.000 + 0.000
PT 1.001 + 0.002 MPL 1.006 + 0.001
w1 1.002 + 0.005 MPH 1.019 + 0.001
w2 1.006 + 0.005 MPT 1.004 + 0.001
W3 1.008 + 0.004 RPK 1.001 + 0.000
w4 1.040 + 0.001 RPL 1.002 + 0.001
w5 1.000 + 0.001 RPH 1.021 + 0.001
NPL 1.006 + 0.012 RPT 1.002 + 0.001
PPL 0.998 + 0.001 SPK 1.001 + 0.002
NPH 1.004 + 0.002 SPL 1.005 + 0.001
PPH 1.004 + 0.001 SPH 1.022 + 0.001
GE2 1.010 + 0.002 SPT 1.002 + 0.002

8Uncertainties are one sigma (68 percent
confidence interval).
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Table 4-1,

Dead-Time Correction Factors, F

d
{continued)
Pad Fg® Pad Fq"
CE2 1.004 + 0.001 CPL 1.005 + 0.001
CE4 1.019 + 0.001 CPH 1.019 + 0.001
CPK 1.003 + 0,001 CPT 1.001 + 0.002

80ncertainties are one sigma (68 percent

confidence interval).

Table 4-2.

Background/Dead-Time Correction
Factors, Fg4p

Calibration Site FdBa
Grand Junction, Colorado 1.0002 + 0.0003
Grants, New Mexico 0.9921 + 0.0006
George West, Texas 0.9997 + 0.0003
Morgantown, West Virginia 1.0006 + 0.0005
Reno, Nevada 1.0084 + 0.0003
Spokane, Washington 0.9982 + 0.0006
Casper, Wyoming 0.9999 + 0.0012

8Uncertainties are one sigma (68 per-—
cent confidence interval).

Table 4-3. Observed Background Count Rates in Photopeaks
of Energies of Interest,.Bo(E)

Calibration Site

Count Rate (cps)?

B, (1461) B,(1765) B,(2615)
Grand Junction,

Colorado 0.018 + 0.002 0.012 + 0.002 0.012 + 0.002
Grants, New Mexico 0.021 + 0.003 0.024 + 0.003 0.016 + 0.002
George West, Texas 0.014 + 0.002 0.014 + 0.002 0.013 + 0.002
Morgantown, West

Virginia 0.011 + 0.002 0.034 + 0,003 0.016 + 0.002
Reno, Nevada 0.031 + 0.003 0,012 + 0.002 0.019 + 0.002
Spokane, Washington 0.029 + 0.003 0.013 + 0.002 0.018 + 0.002
Casper, Wyoming 0.024 + 0.003 0.014 + 0.002 0.017 + 0.002

AMCA live time = 5000 sec. Uncertainties are one sigma (68

percent confidence interval).
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Examination of the data presented in Table 4-1 reveals that the
dead—time correction factors for the pads enriched in only potas—
sium or thorium are essentially unity, within their uncertain-
ties, except for the MPT and CPK pads. The reason for the
slightly higher correction required for these pads is not known;
however, as is demonstrated in Section 6 of this report, the
effect of these higher correction factors on the final radiocele-
ment concentrations is insignificant.

In the case of the radium—enriched pads, the dead—-time correction
factor tends to increase as the observed count rate increases,
which is the expected result., Two exceptions are the W4 and NPL
pads; the reasons for the relatively large correction for W4 and
the large uncertainty in the correction for NPL are not presently
known.

4.2 CORRECTION FOR MOISTURE

4.2.1 Method

The moisture correction factor, Fm(E), compensates for attenua-—
tion of gamma radiation by water in the pore spaces of the
concrete. Application of this correction factor to the observed
count rates yields count rates that would be expected from a dry
source. The source material itself attenuates gamma radiation,
and it is assumed here that the ratio of ’'dry’ to 'moist’ count
rates is inversely proportional to the ratio of the 'dry’ to
'moist’ linear attenuation coefficients (Wilson and Stromswold,
1981), i.e.,

R}, (E)
R’ (E)
Hp(E) Mg (Edpg + iy, (Elpy

pd(E) pMc(E)pc

Fpp(E)

il
[y
+

— (4-5)

where Ry and R, are the dead-time and background-corrected 'dry’
and 'moist’ count rates, respectively, as computed from equation
(4-3); py (E) and py (E) are the mass attenuation coefficients
for gamma rays of energy E in dry concrete and water, respec-
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tively; and p, and py are the demsities of dry concrete and
water, respectively, in the bulk material.

The uncertainty in Fm(E) is calculated using the relationship

o Ly (B)]  a* [y, (E)]

o[Fn(E)] = [F (E) - 1] L
e e () (4-6)
s (o) ol (p |?
+ 2 + "
pw pc

The values used for uMw(E) and py (E) are presented in Table 4-4,
Relative uncertainties, c[pr(E)¥7uM (E) and c[pMc(E)]/pMc(E).
were assumed to be 2 percent (Siegbagn. 1968). The relative
uncertainty in the dry bulk density of the source matrix,
o(py)/p,, was taken to be 1 percent on the basis of the reported
laboratory measurements, whereas the relative uncertainty in the
moisture, o(p.)/p ., was taken to be 11 percent, as discussed in
Section 3.2. Thus,

olF,(E)] = 0.114[F (E) - 1] (4-7)

Table 4-4. Mass Attenuation Coefficients for
Gamma-Ray Energies of Interest®

Energy Mass Attenuvation Coefficient (cm?/g)

{keV) Concrete Yater

609 0.0805 0.0890
1001 0.0637 0.0707
1120 0.0600 0.0667
1461 0.0524 0.0583
1765 0.0477 0.052¢6
2204 0.0426 0.0470
2448 0.0404 0.0443
2615 0.0392 0.0424

BMass attenuation coefficieunts taken from

Radiological Health Handbook, revised edition,

January 1970, U.S. Department of Health,
Education, and Welfare.
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4.2.2 Results

The values obtained for F (E) are presented in Table 4-5. As the

data demonstrate,

F

m

for any given pad is not a strong function

of gamma-ray energy in the range 1461 to 2615 keV (Wilson and
Stromswold, 1981).
the value for F (1765) were used to correct the 'potassium’ and
In the interest of precision,
however, the values computed for F (1461) and F, (2615) were used
inm the present analyses.

'thorium’ count rates as well.

Consequently,

little error would result if

Moisture Correction Factors for Photopeaks

of Energies of Interest, F(E)

Table 4-5.

Pad F,(1461)%
E1 1.068 + 0.008
E2 1.074 + 0.008
E4 1.086 + 0.010
ES 1.065 + 0.097
H1 1.111 + 0.9:3
H2 1.084 + 0.010
H3 1.107 + 0.012
H4 1.057 + 0.007
HS 1.082 + 0.009
PK 1.083 + 0.009
PL 1.105 + 0.012
PH 1.104 + 0.012
PT 1.095 + 0,011
w1 1.149 + 0.017
w2 1.145 + 0.017
W3 1.121 + 0.014
w4 1.144 + 0.016
w5 1.138 + 0.016
NPL 1.101 + 0.012
PPL 1.100 + 0.011
NPH 1.109 * 0.012
PPH 1.114 + 0.013
GE2 1.143 + 0.016
GE4 1.089 + 0.010
GPK 1.072 + 0.008
GPL 1.097 + 0.011
GPH 1.083 + 0.009

F,(1765)%
1.068 + 0.008
1.074 + 0.008
1.086 + 0.010
1.065 + 0.007
1.110 + 0.013
1.084 + 0.010
1.106 + 0.012
1.057 + 0.006
1.082 + 0.009
1.082 + 0.009
1.104 + 0.012
1.103 + 0.012
1.094 + 0.011
1.148 + 0.017
1.144 + 0.016
1.119 + 0.014
1.143 + 0.016
1.137 + 0.016
1.100 + 0.011
1.100 + 0.011
1.108 + 0.012
1.113 + 0.013
1.141 + 0.016
1.089 + 0.010
1.071 + 0.008
1.096 + 0.011
1.082 + 0.009

F (2615)%
1.066 + 0.008
1.072 + 0.008
1.084 + 0.010
1.064 + 0.007
1.108 + 0.012
1.082 + 0.009
1.104 + 0.012
1.056 + 0.006
1.080 + 0.009
1.081 + 0.009
1.102 + 0.012
1.101 + 0.012
1.092 + 0.011
1.145 + 0.017
1.141 + 0.016
1.117 + 0.013
1.140 + 0.016
1.134 + 0.015
1.098 + 0.011
1.098 + 0.011
1.106 + 0.012
1.110 + 0.013
1.139 + 0.016
1.087 + 0.010
1.070 + 0.008
1.094 + 0.011
1.080 + 0.009

8Uncertainties are one sigma (68 percent confidence

interval).
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Table 4-5. Moisture Correction Factors for Photopeaks
of Energies of Interest, Fo(E) (continued)

Pad F,(1461)2 F,(1765)% F,(2615)%

GPT 1.086 + 0.010 1.085 + 0.010 1.084 + 0.010
TE2 1.111 + 0.013 1.110 + 0.013 1.108 + 0.012
TE4 1.135 + 0.015 1.133 + 0.015 1.131 + 0.015
TPK 1.074 + 0.008 1.073 + 0.008 1.072 + 0.008
TPL 1.092 + 0.011 1.092 + 0.010 1.090 + 0.010
TPH 1.092 + 0.010 1.091 + 0.010 1.089 + 0.010
TPT 1.092 + 0.010 1.091 + 0.010 1.089 + 0.010
MPK 1.073 + 0.008 1.072 + 0.008 1.071 + 0.008
MPL 1.086 + 0.010 1.085 + 0.010 1.084 + 0.010
MPH 1.074 + 0.008 1.074 + 0.008 1.072 + 0.008
MPT 1.075 + 0.009 1.074 + 0.008 1.073 + 0.008
RPK 1.093 + 0.011 1.092 + 0.011 1.091 + 0.010
RPL 1.086 + 0.010 1.085 + 0.010 1.084 + 0.010
RPH 1.085 + 0.010 1.084 + 0.010 1.082 + 0.009
RPT 1.072 + 0.008 1.071 + 0.008 1.070 + 0.008
SPK 1.072 + 0.008 1.071 + 0.008  1.070 + 0.008
SPL 1.092 + 0,011 1.092 + 0.010 1.090 + 0.010
SPH 1.085 + 0.010 1.085 + 0.010 1.083 + 0.009
SPT 1.080 + 0.009 1.079 + 0.009 1.078 + 0.009
CE2 1.081 + 0.009 1.080 + 0.009 1.079 + 0.009
CE4 1.098 + 0.011 1.097 + 0.011 1.095 + 0.011
CPK 1.075 + 0.008 1.074 + 0.008 1.072 + 0.008
CPL 1.087 + 0.010 1.086 + 0.010 1.085 + 0.010
CPH 1.089 + 0,010 1.088 + 0.010 1.087 + 0.010
CPT 1.092 + 0,011 1.092 + 0.010 1.090 + 0.010

BUncertainties are one sigma (68 percent confidence
interval).

Also apparent from the data is the fact that the moisture correc—
tion factors for the W pads are noticeably higher than those for
most of the other pads, largely because the W pads are exposed to
precipitation whereas the other pads are normally kept covered.
Three exceptions are the GE2, TE2, and TE4 pads, which were found
uncovered by the field crew upon their arrival at the Grants and
George West sites. In addition, the somewhat higher values for
the NPL, NPH, PPL, and PPH pads are probably a reflection of
their being less than 1 year old when measured, and hence not
'cured’ to the extent of the other P pads.
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4.3 CORRECTION FOR RADON-222 EXHALATION
4.3.1 Method

In order to relate Bi—214 count rates to Ra—-226 concentrations,
corrections must be applied to compensate for any radiometric
disequilibrium that exists between Bi-214 and its parents prior
to production of Rn-222 in the decay chain. To determine the
appropriate correction factors, measurements were made to charac-
terize the radium—enriched calibration pads at Grand Junction and
at the field calibration sites in terms of Bi-214/Ra-226 disequi-
librium, which is a measure of radon exhalation. As used here,
the term 'exhalation’ refers to the escape of radon from the bulk
material, and not to the 'emanation®' or recoil of mnewly formed
radon atoms into the pore spaces between mineral grains in the
host matrix.

The approach involved calculating the activity of Pa-234m rela-
tive to that of Bi-214 from measurements of the 1001-keV and
1765-keV gamma rays, respectively. Strictly speaking, this
method yields a measurement of the amount of Bi-214/U-238 equi-
librium only. However, results of laboratory measurements, some
of which have been published, demonstrate that the ores used to
construct the pads are characterized by high degrees of Ra-—226/
U-238 equilibrium (Ward, 1978). The gamma-ray measurements made
for this study are therefore also representative of the degrees
of Bi-214/Ra-226 equilibrium contained in the pads. It must be
noted, however, that radon exhalation is known to be influenced
by meteorologic conditions. Since the results reported herein
are based only on single measurements made over a relatively
short time span, they may not be representative of a long-term or
annual average.

The calculated results are quite sensitive to the values used for
the absolute intensities of the 1001-keV and 1765-keV gamma rays.
Although there is reasonably good agreement among the values
reported in the literature for the latter gamma ray, there is
considerable disparity with respect to the former. As a conse-
quence, measurements were performed by the Bendix Analytical
Chemistry Laboratory on sealed, New Brunswick Laboratory (NBL)
standard samples (Series 100A) for which Bi-214/U-238 equilibrium
states were known, and a value was determined for the 1001-keV
gamma-ray intensity in the following manner. First, the count
rates observed in the most prominent Pb-214 and Bi-214 gamma-ray
peaks (295 keV, 352 keV, 609 keV, 1120 keV, 1765 keV, and 2204
keV) were divided by their respective absolute intensities, given
in Table 4-6. The logarithms of these quantities were then
plotted against the logarithms of their emergies, yielding a very
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linear graph. Linearity results because the normalized count
rates are proportional to the absolute photopeak efficiencies of
the detector, and the logarithm of this efficiency is a linear
function of the logarithm of the gamma-ray energy, in the energy
range of interest. A straight line was fitted through the
plotted points using the least—squares method, and the normalized
count rate that should be observed in the 1001-keV photopeak,
assmming secular equilibrium between Bi-214 and U-238, was calcu-
lated. This value was compared with the count rate actually
observed in this peak, adjusted for Ra-226/U-238 disequilibrium
in the standard, and the required intensity was then computed.
This value, 861 + 16 gamma rays per 10% decays of the parent iso-
tope, was used in the calculation of the radon—exhalation correc-

tion factor, Fe.

Table 4-6. Absolute Intensities of Gamma Rays Used for
Detector Efficiency Determination

Decay EBnergy (keV) Intensityb
Pb-214—3» Bi-214 295.2 0.189 + 0.020
352.0 0.367 + 0.040

Bi~214— Po-214 609.3 0.461 + 0,012
1120.3 0.150 -+ 0.004

1764.5 0.158 + 0.005
2204.2 0.0499 + 0.0016
2447.8 0.0154 + 0.0004

b=
[ J
o
w

8Gamma rays per decay of parent isotope.
taken from Lederer and Shirley, 1978.

Uncertainties are one sigma (68 percent confi-
dence interval).

The count rates observed for the 1001-keV and 1765-keV gamma rays
on each pad (Table 3-4) were corrected for differences in atten—
uation by assuming, as discussed in Section 4,2.1, that relative
attenuations are inversely proportional to the relative linear
attenuation coefficients. Since the radon—-exhalation correction
is applied after the moisture correction, the ratio of linear
attenuation coefficients is just the ratio of the mass attenua—
tion coefficients for the dry source matrix material (Table 4-4),
assuming that both count rates have already been corrected for
moisture.
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The difference in detector response to the two energies of inter-
est was compensated for by determining the detector's relative
photopeak efficiency as a function of energy, based on spectral
gamma—-ray data acquired on the eight Grand Junction pads having
the highest radium concentrations (H3, H5, PL, PH, and the four E
pads). Tt was assumed that the count rate observed in a gamma-
ray photopeak of energy E, R (E), corrected for system dead time
and ambient background, is related to the activity of the source,
A, by the relationship

R, (E) = AL(E)f,f,(E)e(E) (4-8)

where I(E) is the absolute intensity of the gamma ray of inter-
est, f is the fraction of the 4m solid angle subtended by the
detector at the source, f,(E) is the fraction of the gamma rays
unattenuated by absorbers between the source and the detector,
and e(E) is the absolute photopeak efficiency of the detector for
the gamma radiation of interest. It is apparent that if a single
radioisotope emits gamma rays of more than one energy in each
disintegration, the relative count rates of gamma ray i and gamma
ray j will be of the form

RO(Ei) I(Ei) fa(Ei) E(Ei)
— = [——|-——- —— (4-9)
Ry(E;) | L(Ej) | | £4(E) | | e(Ej)

Thus, the relative photopeak efficiency of the detector is of the
form

e(E,) I(Ej)T £4(E;) | | Ro(E;)

e(E;) I(E;) | [ £a(Ep) | | Ro(Ej)
- o= (4-10)
£(B;) | |Ro(E;)/1(Ey)

If the radioisotope is Bi-214, we may assume that gamma ray j
corresponds to the 1765-keV gamma ray, yielding the relationship

s(E) n(E;) Ro(E;) /I(Ey)
. — _— (4-11)
n(1765) | [R_(1765)/1(1765)

€(1765)

Assuming that gamma ray i corresponds successively to the 609-
keV, 1120-keV, 2204-keV, and 2448-keV gamma rays, the right-hand
side of equation (4-11) could be evaluated using the spectral

-
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gamma-ray, moisture, and density data observed for each pad,
together with the values of absolute gamma-ray intemsity given in
Table 4-6. The average value, e(Ei)/gg11652 was then computed.
As was mentioned above, a plot of log [e(Ei)/a(1765)] is very
nearly linear, and the equation of this line, as determined from
the least-squares method, has the form

logle(E;)/e(1765)] = -0.62448 logE; + 2.02016 (4-12)

Thus, the relative photopeak efficiency sought is

e(1001)
= 1.4010 + 0.0171
e(1765)

The uncertainty quoted in the relative efficiency is the square
root of the variance in £(1001)/e(1765), as computed from the
eight individual estimates.

In summary, the radon-exhalation correction factor was calculated
in the following manner:

R (1001)e(1765)p(1001)I1(1765)
Fe = (4-13)
R,(1765)€(1001)pn(1765)1(1001)

where RO(E) is the count rate observed for gamma rays of energy
E, £(1001)/e(1765) is the relative photopeak efficiency of the
detector, p(1001)/u(1765) is the relative attenuation factor, and
I(E) is the absolute intensity for gamma rays of emergy E.
Uncertainty in F, was calculated according to the relationship

o?[R (1001)1 o2[R,(1765)] o2[I(1001)]

s(F,) = R, + +
R} (1001) Ro(1765) 1%(1001)
6’[1(1765)] o [n(1001)] o [u(1765)]

+ + +
1*(1765) p?(1001) p2(1765)

o2(e) J2/2

+ (4-14)

2
4

where o[R(E)]/R(E) is the relative uncertainty in count rate

R(E), o[I(E)]/I(E) is the relative uncertainty in gamma-ray
intensity I(E), o[p(E)]/pu(E) is the relative uncertainty in the
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mass attenuation coefficient (assumed to be 2 percent; cf.
Section 4.2.1), and o(e)/e is the uncertainty in the relative
efficiency of the detector.

4.3.2 Results

The correction factors for radon—222 exhalation from the
calibration pads are presented in Table 4-7. Pads for which the
intensity of the 1001-keV gamma ray was below defection limit
were arbitrarily assigned an exhalation factor equal to the
average, Fe. of the factors determined for the other pads of the
same type. The uncertainty in this average value was derived by
first calculating the count rate of the 1001-keV gamma ray that
would yield this correction factor (Fe) using equation (4-13).
The uncertainty expected in the calculated count rate was then
determined by performing a log-log regression of observed count
rates of 1001-keV gamma rays versus their uncertainties.

Finally, these calculated values for R (1001) and o[R_ (1001)] were
inserted into equation (4-14) to compute a(F ).

These calculations were required for those pads commonly referred
to as the K pads, Th pads, and barren pads. Although some
fraction of the radon-222 produced in these pads is probably
exhaled, the low concentrations of radium-226 contained in the
pads most likely render these losses negligible relat1ve to their
effect on the apparent concentrations.

Examination of the data presented in Table 4-7 reveals that
relative uncertainties in the value of F_ are rather large, the
lowest being approximately 5 percent for the E5 pad. Smaller
uncertainties could have been achieved with longer data-
acquisition times, but practical constraints limited the degree
of precision obtainable., For example, doubling the acquisition
time would have decreased the relative uncertainty to some 3.5
percent in the case of the E5 pad, but the W5 pad would still
have had an uncertainty of approximately 14 percent as compared
with the 20 percent uncertainty cited in the table. These uncer—
tainties will propagate through the calculations and ultimately
manifest themselves as relatively large uncertainties in the
assigned radium concentrations of the radium—enriched pads. To
achieve a precision of approximately 1 percent in these concen-
trations, however, would have required data—acquisition times on
the order of 500,000 seconds, which would have been prohibitively
long.



Table 4-7. Radon-222 Exhalation Correction Factors, Fe
Pad F,° Pad F_8

El: 1.364 + 0.185 GPH 1.332 + 0.076

E2 1.151 * 0.102 GPT 1.368 + 0.306°
E4 1.105 + 0.065 TE2 1.272 + 0.108

ES 1.093 + 0.058 TE4 1.248 + 0.075

H1 1.022 + 0.574b TPK 1.368 + 0.819b
H2 1.022 + 0.591P TPL 1.384 + 0.119

H3 1.063 + 0.067 TPH 1.466 + 0.083

H4 1.022 * 0.188P TPT 1.368 + 0.317°
HS 0.980 + 0.092 MPK 1.368 + 1.499)
PK 1.368 + 0.863° MPL 1.413 + 0.110

PL 1.232 + 0.104 MPH 1.387 + 0.080

PH 1.282 + 0.074 MPT 1.368 + 0.302°
PT 1.368 + 0.310Y RPK 1.368 + 0.819P
w1 1.171 + 0.601P RPL 1.254 + 0.107

W2 1.171 + 0.431P RPH 1.358 + 0.079

w3 1.171 + 0.466° RPT 1.368 + 0.309°
W4 1.171 + 0.272 SPK 1.368 + 0.886°
w5 1.171 + 0.2330 SPL 1.508 + 0.119

NPL 1.471 + 0.233 SPH 1.406 + 0.081

PPL 1.254 + 0.190 SPT 1.368 + 0.298°
NPH 1.213 + 0.134 CE2 1.238 + 0.107

PPH 1.470 + 0.150 CE4 1.268 + 0.074

GE2 1.175 + 0.105 CPK 1.368 + 0.781b
GE4 1.218 + 0.071 CPL 1.477 + 0.117

GPK 1.368 + 0.904P CPH 1.307 + 0.078

GPL 1.405 + 0.114 CPT 1.368 + 0.316°

8Uncertainties are one sigma (68 percent
configence interval).
Intensity of 1001-keV gamma ray of Pa-234m is
below detection limit (see discussion in Section 4.3.2).

4.4 CORRECTION FOR INTERFERENCE OF ACTINIUM-228 WITH POTASSIUM-40

As mentioned in Section 4.1.1, the count rate observed in the
1461-keV photopeak, due primarily to K-40, requires an additional
correction due to the interference of 1459-keV radiation from
Ac-228, a daughter of Th—-232. In order to determine this correc-
tion factor, it was assumed, as discussed in Section 4.3.1, that
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the count rate observed in a gamma-ray photopeak of energy E,
RO(E), corrected for system dead time and background, is related
to the activity of the source, A, by the relationship

R, (E) = AI(E)fgfa(E)e(E) (4-8)

where I(E) is the absolute intensity (gammas per disintegration
of parent) of the gamma ray of interest, f_is the fraction of
the 4n solid angle subtended by the detector at the source, fa(E)
is the fraction of the gamma rays unattenuated by absorbers
between the source and the detector, and e€(E) is the absolute
photopeak efficiency of the detector for the gamma radiation of
interest. Applying equation (4-8) to the decays of Ac-228 and
T1-208, respectively, yields the equations

R,(1459) A2281(1459)fgfa(1459)8(1459) (4-15)

R,(2615) A2081(2615)fgfa(2615)a(2615) (4-16)

Dividing equation (4-15) by equation (4-16) gives the
relationship

R (1459) | Aypg || 1(2459) || £,(1459) | | e(1459)
—- = = - (4-17)
R, (2615) | Ayqg || 1(2615) || £,(2615) | [e(2615)

In addition, it was assumed that Bi-212 is in secular equilibrium
with Ac-228, and that 36 percent (B,) of the decays of Bi-212
produce T1-208. Finally, it was assumed that 99.79 percent of
the decays of T1-208 result in emission of the 2615-keV gamma
radiation, whereas only 0.9315 percent of the decays of Ac-228
result in emission of 1459-keV gamma rays (Lederer and Shirley,
1978).

Thus, A208 = 0.360A228 and we may write equation (4-17) as
R (1459) 1 0.009315 £,(1459) €(1459)

= pme e e [ | —— | (4-18)

R, (2615) 0.360 0.9979 £,(2615) e(2615)
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Again, it is assumed that relative attenuations are inversely

proportional to the linear attenuation coefficients, yielding the
relationship

£,(1459)  p(2615)

= — (4-19)
fa(2615) p(1459)
where the linear attenuation coefficient is of the form
u(E) = Byc (Edpg + ppy (Edpy, (4-20)

where py.(E) and py (E) are the mass attenuation coefficients of
the source matrix material and water, respectively, and Pe and pg
are the densities of the dry source matrix and interstitial
water, respectively. The relative attenuation factor will there-
fore vary from pad to pad, depending on the dry bulk density of
the concrete and on the amount of interstitial moisture. Hence,
we may write equation (4-18) as

R, (1459) e (261510, + pyy (26151, | [e(1459)
— = 0.02593 (4-21)

R, (2615) Hyo(1459)p, + py (1459)p | | e(2615)

The relative photopeak efficiency of the detector,
2(1459)/e(2615), was determined experimentally, as discussed in
Section 4.3.1. From equation (4-12), the relative photopeak
efficiency sought was computed to be

e(1459) e(1459)/e(1765)
= = 1.4395 %+ 0.0159
e(2615) 8(2615)/e(1765)

The uncertainty quoted in the relative efficiency is the square
root of the variance in £(1459)/e(2615), as computed from the
eight individual estimates. Inserting this value for the rela-
tive efficiency into equation (4-21) yields the relationship

0.03733 R°(2615)

My (1459)p, + My (1459)p

R,(1459)

s(2615)R,(2615) (4-22)
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Since the dry bulk density does not differ greatly from one pad
to another, and since the partial density of interstitial water
is only about one—tenth the density of the dry concrete, s(2615)
in equation (4-22) effectively reduces to

s(2615) = 0.0278 + 0.0028 (4-23)

This quantity, multiplied by R,(2615), must be subtracted from
the count rate observed in the 1461-keV photopeak to yield the
count rate due to K—40.

The uncertainty in s(2615) was calculated using the equation

2

a(By) o[1(1459)]
ols(2615)] = s(2615) [ -~] + [ S ]

2

B, 1(1459)
(ol1(2615)17%  [olk(1459)17°
+ _..-._.,_‘;_____ P
| XI(2615) | | p(1459)
Tole(261511  [ote) 12?2
I DS N (4-24)
n(2615) | e

where ¢ = e(1459)/e(2615) and
slu(E)] = {pzo’[pmc(s)l + g (B)e’ (py)
+ by’ [uyy (E)] + p§w<s)c’(pw)}"z (4-25)
The following values are taken from:Lederer and Shirley (1978):

B

0.3600 + 0.0003

a
I(1459) = 0.009315 + 0.000466
I(2615) =

0.9979.+ 0.0001

Values for py.(E) and pr(E) are those given in Table 4-4, assum—
ing relative uncertainties of 2 percent in those values. Values
for the density of the dry concrete matrix and of the intersti-
tial water are assumed to have relative uncertainties of 1 per-
cent and 11 percent, respectively. Inserting all of these values
and their associated uncertainties into equation (4-24) yields
o(p)/p = 2 percent. From the data used to compute the relative
photopeak efficiency of the detector, it was found that o(E)/e =
1 percent; thus, o[s(2615)1/s(2615) = 10 percent.
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4.5 RESULTS

Using the data presented in Tables 3-4 and 3-5, the correction
factors required to reduce the field data were determined as
described above. These correction factors [cf. Tables 4-1, 4-2,
4-3, 4-5, and 4-7 and equation (4-23)] were applied to the
observed data in the following manner to yield corrected count
rates, R, (E):

e Potassium

R (1461) = Fy(1461) {Fg[R,(1461) - s(2615)R,(2615)]
- F4plB,(1461) - s(2615)B0(2615)]} (4-26)
o Radium
R, (1765) = FF,(1765) [F4R_(1765) - F4gB,(1765)] (4-27)
¢ Thorium
R, (2615) = F,(2615)[F4R (2615) - FuB_(2615)] (4-28)

Uncertainties in the corrected count rates, GIRO(E)], were calcu—
lated using the equations
(oIF_(1461)1 "
a[Rc(1461)] = Rc(1461) —_——
Fm(1461)

o' [R'(1461)]
+

[R'(1461) - s(2615)R’(2615)1°

. \ (4-29)
s (2615)c [R’'(2615)]
+

[R’(1461) - s(2615)R’'(2615)1"

R'*(2615) 6 [s(2615)1 /2
+

[R'(1461) - s(2615)R’(2615)]°
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3

+ |-

c[R'(2615)]

o(F ) o[F,(1765)]
o[R,(1765)] = R,(1765) + | —
F, F, (1765)
o[R'(1765)1]%]*/?
R’ (1765)
olF_(2615)1 "
o[R_(2615)] = R (2615) {| —————
Fm(2615)

R’ (2615)

3

2 1/2

(4-30)

(4-31)

where R’'(E) and o[R’'(E)] are given by equations (4-3) and (4-4).

The covariance term reflecting the correlation between Fg

R.(1765) has been included in equation (4-30).

and

The corrected

count rates for the gamma rays of interest, together with their
associated one—sigma uncertainties, are presented in Table 4-8.

Table 4-8. Corrected Count Rates for Photopeaks of
Energies of Interest, R, (E)
Pad Corrected Count Rate (cps)®
* R, (1461) R (1765) R (2615)
El 0.523 + 0.014 1.327 + 0.178 0.084 + 0.005
E2 0.532 + 0,019 4,203 + 0.372 0.079 + 0.005
F4 0.441 + 0.029 20.527 + 1.205 0.067 + 0.006
ES 0.567 + 0.043 47.456 + 2.496 0.073 + 0.006
H1 0.436 + 0.012 0.042 + 0.024 0.072 + 0.005
H2 2.081 + 0.029 0.040 + 0.024 0.009 + 0.003
H3 0.465 + 0.017 8.422 + 0.527 0.083 + 0.004
H4 0.388 + 0.029 0.571 + 0.107 7.554 + 0.062
HS 1.465 + 0.031 4,918 + 0.458 2.155 + 0.029
PK 2.014 + 0.028 0.033 + 0.021 0.005 + 0.003
PL 0.653 + 0.020 4.427 + 0.372 0.071 + 0.005
PH 0.655 + 0.031 20.970 + 1.215 0.069 + 0.005
PT 0.633 + 0.021 0.354 + 0.082 3.629 + 0.046
Wi 0.506 + 0,014 0.052 + 0.027 0.076 + 0.005
8MCA live time = 5000 sec. Uncertainties are one

sigma (68 percent confidence interval).
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Table 4-8. Corrected Count Rates for Photopeaks of
Energies of Interest, Rc(E) (continued)

Pad o ___Corrected Count Rate (cps)®

? R, (1461) R (1765) R, (2615)
w2 1.820 + 0.035 0.110 + 0.041 0.101 + 0.006
w3 0.689 + 0.016 0.093 + 0.037 0.576 + 0.014
w4 0.728 + 0.019 0.645 + 0.151 0.118 + 0.007
w5 1.421 + 0,028 0.470 + 0.094 0.216 + 0.009
NPL 0.434 + 0.014 0.911 + 0.142 0.066 + 0.005
PPL 0.428 + 0.013 0.807 + 0.121 0.071 + 0.005
NPH 0.451 + 0.016 2.355 + 0.258 0.078 + 0.005
PPH 0.438 + 0.017 2.834 + 0.286 0.075 + 0.005
GE2 0.527 + 0.020 4.560 + 0.407 0.076 + 0.005
GE4 0.469 + 0.029 22.009 + 1.283 0.078 + 0.006
GPK 2.026 + 0.027 0.031 + 0.022 0.001 + 0.003
GPL .637 + 0.020 4.667 + 0.376 0.056 + 0.005
GPH .665 + 0.032 20.498 + 1.161 0.067 + 0.005
GPT 587 + 0.020 0.365 + 0.084 3.504 + 0.043
TE2 .546 + 0.019 4.691 + 0.398 0.075 + 0.005
TE4 .475 + 0.031 21.675 + 1.301 0.058 + 0.005
TPK .128 + 0.027 0.037 + 0.023 0.000 + 0.003
TPL .630 + 0.020 4.525 + 0.386 0.058 + 0.005
TPH .613 + 0.028 21,677 + 1.225 0.058 + 0.005
TPT 0.627 + 0.021 0.332 + 0.079 3.617 + 0.044
MPK 2.099 + 0.027 0.012 + 0.015 0.002 + 0.003
MPL 0.661 + 0.020 4.871 + 0.378 0.064 + 0.005
MPH 0.646 + 0.029 21.206 + 1.213 0.057 + 0.005
MPT 0.653 + 0.021 0.372 + 0.084 3.628 + 0.040
RPK 2.064 + 0.030 0.037 + 0,023 0.004 + 0.003
RPL 0.647 + 0.020 4.264 + 0.361 0.063 + 0.005
RPH 0.652 + 0.030 20.465 + 1.186 0.065 + 0.005
RPT 0.652 + 0.021 0.353 + 0.081 3.630 + 0.039
SPK 2.035 + 0.027 0.031 + 0.021 0.001 + 0.003
SPL 0.635 + 0.020 5.146 + 0.403 0.063 + 0.005
SPH 0.58 + 0.029 20.904 + 1.203 0.058 + 0.005
SPT 0.581 + 0.020 0.384 + 0.085 3.550 + 0.041
CE2 0.549 + 0.019 4.441 + 0.380 0.082 + 0.006
CE4 0.476 + 0.031 22.580 + 1.313 0.065 + 0.005
CPK 2.046 + 0.027 0.041 + 0.024 0.004 + 0.003
CPL 0.626 + 0.020 5.084 + 0.399 0.063 + 0,005
CPH 0.624 + 0.031 19.060 + 1.128 0.060 + 0.005
CPT 0.556 + 0.020 0.332 + 0.078 3.368 + 0.042

8MCA live time = 5000 sec.

sigma (68 percent confidence interval).
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5.0 LABORATORY MEASUREMENTS

5.1 METHODS

5.1.1 Sample Collection and Preparation

Samples of the enriched concrete were collected at the time the
pads were constructed. In certain cases as few as three samples
were collected, but for most of the pads a statistically adequate
number was acquired. The samples were collected by simply
*catching’' a container full of the wet comncrete mix as the con-
crete was being poured into the forms for the pads.

The samples were collected in 1.89-1liter, cylindrical, ice-cream
cartons and allowed to air dry. Each sample was sawed in half
along its axis, and the two halves prepared for different analy-
ses. In order to drive off free moisture, one half was dried at
110°C, until negligible weight loss resulted from further drying.
The dry bulk density was measured, then this half of the sample
was archived. The other half was prepared for radiometric and
chemical analysis using the following procedure:

1. Crush to pebbles approximately 1 cm in diameter.

2. Dry at 110°C, to drive off free moisture, until negligible
weight loss results from further drying.

3. Grind to minus—28 mesh (grains approximately 0.64 mm in
diameter).

4, Blend.

5. Pack a portion (about 600 grams) into aluminum cans, 10.2 cm
in diameter by 5.7 cm in height, for radiometric analysis.

6. Pulverize a portion (about 100 grams) to minus—100 mesh
(grains approximately 0.15 mm in diameter) for chemical
analysis,

7. Archive remaining portion.

5.1.2 Radiometric Analysis

A canned sample was shelved for at least 20 days to establish
equilibrium between radium and its daughters. Concentrations of
equivalent radium—226 (and equivalent uranium), equivalent
thorium—-232, and potassium—40 were then determined by comparing
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measurements of gamma—ray intensities from the sample with those
from certified standards.®* Standards used by the Bendix
Analytical Chemistry Laboratory for radium—226 (uranium) and
thorium-232 were the 100A Series supplied by New Brunswick
Laboratory (Trahey and others, 1982). The calibration standard
for potassium was not certified, but was obtained from reagent-—
grade potassium carbonate.

High-resolution gamma—ray spectroscopy using a Ge(Li) detector
system (Dechant and Donivan, 1984) was the method used by the
laboratory to perform radiometric analysis of the samples. The
spectral photopeaks used in the assays were the 1765-keV line
from Bi-214 (radium), the 2615-keV line from T1-208 (thorium),
and the 1461-keV line from K-40. As with the field data, the
measurement for K-40 at 1461 keV was corrected for interference
from a Th-232 daughter (see Section 4.4). All laboratory mea~
surements were also corrected for ambient background radiation,
for differences in sample density (or weight) relative to the
density of the standards, and for disequilibrium between uranium
apd radium in the standards (Dechant and Donivan, 1984; George
and others, 1983).

At the time these meusurements were made, the Bendix Analytical
Chemistry Laboratory reported assays for Bi-214 (the 1765-keV
photopeak) in units of weight—ppm of equivalent uranium, Since
the desired unit for this study was mass-normalized activity of
Ra-226, a conversion was required. The calculated relationship
between Ra-226 and naturally occurring uranium in secular equi—
librium (George and Knight, 1982) is

1 wt-ppm(eU) = 0.3337 pCi(eRa-226)/g
Similarly, at the time these measurements were made, the labora—

tory reported measurements for T1-208 in units of weight—ppm of
equivalent thorium and measurements for K-40 in units of weight-

*The term 'equivalent,' as used herein, refers to the fact
that the concentration of a daughter element is measured
directly, and then the 'equivalent’ concentration of the parent
is inferred, assuming secular equilibrium between daughter and
parent. Furthermore, in the case of naturally occurring elements
(uranium and potassium, in particular), isotopes are assumed to
be present in naturally occurring ratios.
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percent potassium (in natural isotopic abundance). Conversion
factors used for these isotopes (George and Knight, 1982) are the
following:

1 wt-ppm(eTh) 0.1092 pCi(eTh-232)/g

1 wt-%(K)

8.372 pCi(K-40)/g

The laboratory also calculated an uncertainty for each assay,
based on counting statistics only, The result was reported as a
relative uncertainty, expressed as a percentage of the assay
value at the two—sigma (95 percent confidence) level (i.e., twice
the coefficient of variation).

5.1.3 Chemical Analysis

Certain chemical analyses were performed on some of the samples.

In the case of uranium, the analytical technique used to determine

concentration depended on the approximate uranium content of the
sample. A fluorometric analysis was performed on samples
containing less than approximately 500 ppm uranium, whereas a
colorimetric method was used on samples having higher concentra-
tions. The potassium concentrations were determined using atomic
absorption spectrometry, and thorium concentrations were deter—
mined by means of x—ray fluorescence spectrometry,

5.2 RESULTS

5.2.1 Radiometric Analvsis

Complete results of the radiometric assays are presented in
Appendix A. The laboratory occasionally reported results based
on conditions different from those just described (denoted by the
symbols ’!', '<', and '?’ in Appendix A), but none of these
results were used for this study. Furthermore, many of the
samples from the E pads, and some samples from other pads, were
solid concrete——-they were collected by pouring the wet concrete
mix directly into aluminum cans. Results from these samples were
also omitted from the calculations, since removal of free
moisture was not complete, resulting in apparently decreased
radiometric assays.

The laboratory—assay results are summarized in Table 5-1. The
mean value reported for each pad (M in Table 5-1) was calculated
by simple (unweighted) averaging of the assays of all samples
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from that pad, except for the exclusions mentioned above., Also
presented in Table 5-1 is an estimate of the standard deviation
about the mean (2S) for the samples from each pad; the value
tabulated is twice the coefficient of variation, as described in
Section 5.1.2., This estimate is admittedly poor when there are
few samples (i.e., fewer than 10).

The uncertainties reported by the laboratory are not explicitly
included in the tabulated assay uncertainties, because they are
included implicitly (i.e., if all samples were identical, then
the sample-to—sample observed uncertainty should be about the
same as the reported uncertainty). The reported uncertainty is
based on counting statistics only, however, and past experience
with samples from the total-count logging models has shown much
larger deviations from sample to sample than can be explained
only on the basis of counting uncertainties in the assay results
(George and others, 1983). Consequently, the uncertainties cited
in Table 5~1 are those determined from the sample variances about
their means.

5.2.2 Chemical Analwvsis

Complete results of all chemical analyses are presented in
Appendix B; these results are summarized in Table 5-2, The
ostimated standard deviation of the samples from each pad was
calculated as described for the radiometric analyses. The
chemical data were not used in this study other than for ’'eye-—
ball’ comparisons of results for radium and potassium., However,
the date are reported herein to ensure a permanent record of
them,
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Table 5-1. Summary of Results of Laboratory Radiometric Analysis
of Construction Samples from the Pads?

Net Weights' Potassium—40_ Radium—226__ Thorium—232
Pad N M 28 N M 28 N M 28 N M 28
S -9 IO ¢. ) (pCi/g) (%) {pCi/g) (%) _____(pCilg) (%)
El 5 536.5 12.5 5 13.4 9.2 5 25.7 16.5 4 0.6 41.3
E2 5 583.8 1.4 5§ 14.2 8.7 5 82.5 2.7 4 1.0 21.8
E4 4 562.2 1.4 4 11.7 21.0 4 409.8 1.1 1 0.7 13.9
ES 3 578.5 3.3 3 14.2 27.0 3 860.0 1.5 1 1.0 8.9
CE2 3 590.1 3.5 3 13.4 10.8 3 80.3 4.6 2 0.9 12.0
CE4 3 551.3 1.6 2 12.6 18.9 3 399.8 2.1 1 0.7 14.1
GE2 4 603.1 0.9 3 12.6 13.3 4 81.4 4.9 1 6.7 13.3
GE4 4 568.9 2.8 2 12.6 14.6 4 383.9 4.5 1 0.9 10.6
TE2 3 566.3 6.6 2 12.6 24.4 3 79.8 2.7 c
TE4 3 547.0 5.7 1 10.9 11.6 3 394.2 1.7 c
w1 10 511.3 2.2 10 12.6 5.8 1 0.7 25.9 c
w2 10 515.0 6.0 10 45.2 4.6 6 1.8 12.9 4 0.9 27.0
w3 10 577.6 1.7 10 16.7 3.6 5 1.7 14.9 10 4.7 7.6
V4 10 587.3 3.1 10 16.7 6.4 10 12.2 16.7 c
L&) 10 608.4 2.3 10 33.5 3.5 10 8.0 13.5 c
H1 10 686.5 2.5 10 10.9 4.4 6 0.9 22.9 6 0.7 13.7
H2 8 578.0 2.5 8 56.1 3.7 5 0.6 30.2 c
B3 7 605.2 3.4 7 10.9 8.8 7 167.0 3.4 2 0.6 22.5
H4 10 6%4.5 3.0 10 11.7 11.5 10 11.5 5.1 10 75.3 3.2
BS 9 612.4 5.0 9 38.5 3.9 9 113.7 3.4 9 21.8 4.0
PK 6 629.6 5.8 6 51.1 2.5 2 1.7 12.2 c
CPK 6 679.3 1.3 6 51.1 1.8 c c
GPK 6 688.5 1.2 6 51.9 4.0 c ¢
TPK 8 681.5 1.0 8 51.9 2.6 c c
SPK 7 677.2 1.5 7 51.9 1.8 c c
RPK 7 681.3 1.0 7 51.9 2.5 c c
MPK 6 687.0 0.8 6 51.9 2.1 c c
PL 6 690.8 0.8 6 15.1 5.3 6 89.1 1.3 1 0.7 12.8
CPL 6 699.2 1.5 6 15.1 6.6 6 89.0 3.7 2 0.5 27.1
GPL 6 696.4 1.4 6 15.1 9.3 6 88.7 3.4 1 0.6 14.9
TPL 6 675.5 3.0 6 15.1 9.6 6 89.9 10.3 3 0.6 13.8
SPL 6 688.1 0.7 6 15.9 11.5 6 91.6 1.8 1 0.6 13.4
RPL 6 695.1 1.2 6 15.9 5.3 6 90.7 2.1 2 0.7 18.0

N = the number of samples analyzed for which the photopeak was
detected; M = the mean value of N samples; 2S = twice the coefficient
of variation for N samples.

Data on sample weight are included to indicate the relative
densities and uniformity of the individual sets of samples.

®The photopeak for this isotope was below the laboratory detection
limit for all of the samples.
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Table 5-1. Summary of Results of Laboratory Radiometric Analysis
of Construction Samples from the Pads® (continued)

Net Weight? Potassium 40 Radium—226 Thorium—232

Pad N M 28 N M 2§ N M 28 N M 28

(g) (%) (pCi/g) (%) (pCi/g) (%) (pCi/g) (%)
MPL 6 700.8 0.5 6 15.1 11.2 6 89.1 2.0 2 0.6 15.5
PH 6 669.5 2.9 6 15.1 9.2 6 358.6 2.8 1 0.6 15.2
CPH 6 654.8 0.7 6 14.2 9.2 6 366.7 1.7 3 0.6 17.6
GPH 6 661.2 1.0 6 15.1 16.5 6 370.1 1.2 2 0.6 14.0
TPH 6 669.1 1.7 6 14.2 12.3 6 367.4 1.8 1 0.4 21.3
SPH 6 682.8 1.0 6 15.1 15.2 6 359.7 1.2 1 0.6 13.2
RPH 6 672.9 3.8 6 15.1 9.1 6 367.2 1.1 2 0.5 19.6
MPH 6 698.4 0.9 6 15.9 8.8 6 373.9 2.0 ¢
PT 6 691.8 1.4 6 13.4 11.6 6 6.7 15.8 6 30.2 2.6
CPT 6 675.5 1.4 6 14.2 3.8 6 6.0 6.7 6 30.6 2.1
GPT 6 69.1 1.6 6 15.1 6.0 6 6.3 10.6 6 28.3 15.4
TPT 6 685.2 0.8 6 14.2 4.7 6 5.7 13.1 6 29.7 3.5
SPT 6 68.9 2.3 6 14.2 3.8 6 6.2 16.2 6 30.2 2.2
RPT 6 689.1 2.3 6 14.2 6.0 6 6.2 10.0 6 31.1 3.2
MPT 6 678.4 3.3 6 15.1 8.1 5 7.1 10.4 6 32.0 3.2
NPL 6 668.6 1.9 6 10.9 4.8 6 14.7 3.4 2 0.7 12.6
PPL 6 660.0 3.1 6 10.9 7.5 6 15.2 9.0 3 0.6 41.4
NPH 6 667.4 1.6 6 10.9 10.9 6 44.6 7.2 2 0.8 11.4
PPH 6 650.0 2.3 6 10.9 5.9 6 46.0 4.5 2 0.6 14.7
PB 5 711.0 1.2 ¢ c c

28N = the number of samples analyzed for which the photopeak was
detected; M = the mean value of N samples; 2S = twice the coefficient
of va{iation for N samples.

Data on sample weight are included to indicate the relative
densities and uniformity of the individual sets of samples.

®The photopeak for this isotope was below the laboratory detection
limit for all of the samples.
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Table 5~-2. Summary of Results of Laboratory Chemical
Analysis of Construction Samples from the Pads?

Potassium Uranium Thorium
Pad N M 28 M 28 M 28
Awt—%) (%) (wt-ppm) (%) _ (wt-ppm) (%)
El 3 1.2 25.0 63.6 8.1
El 11 60.9 7.4
E2 3 0.7 23.0 234.5 2.1
E4 3 0.5 76 .0 1164.0 2.6
E5 3 1.3 22.0 2537.0 2.5
CE2 3 1.2 25.0 262.7 3.2
CE4 3 1.0 0.0 1155.0 2.1
GE2 3 1.5 33.0 274.0 3.6
GE4 3 0.7 43.0 1201.0 0.4
TE2 3 0.6 17.0 274.0 1.8
TE4 3 0.5 0.0 1235.0 3.5
w1 30 1.6 3.4 2.5 22.0 14.3 17.0
w2 30 5.1 5.1 5.8 35.0 14.5 35.0
w3 30 2.2 3.2 4.4 29.0 47.2 14.0
w4 30 2.2 2.5 35.3 24.0 15.0 30.0
w5 30 4.3 2.8 24.3 33.0 22.1 28.0
H1 19 1.3 2.3 1.6 91.0 5.6 20.0
H2 19 5.9 3.2 2.1 64.0 2.8 64.0
H3 19 1.3 2.4 435.6 7.0 23.1 6.9
H4 19 1.3 5.3 23.3 9.5 586.8 6.2
HS 19 4.4 2.5 351.7 6.3 192.2 4.8
PK 5 5.9 1.1 2.5 24.0
CPK 5 6.1 0.9 1.4 34.0
GPK 5 6.1 0.8 3.2 12.0
TPK 5 6.1 1.2 2.2 58.0
SPK 5 6.1 1.7 2.4 30.0
RPK 5 6.0 1.5 2.9 26.0
MPK 5 6.0 1.9 2.9 16.0
PL 5 1.8 2.5 261, 16.0
CPL 5 1.8 0.6 261.9 9.0
GPL 5 1.9 3.3 255.1 8.0
TPL 5 1.8 6.8 246 .6 7.0
SPL 5 1.9 1.1 235.6 8.0
RPL 5 1.8 1.4 242 .4 5.0
MPL 5 1.9 1.5 250.8 6.0
PR 5 1.8 1.1 1088.0 3.5
CPH 5 1.8 1.1 1114.0 2.1

N = the number of samples analyzed; M = the mean
value of N samples; 2S = twice the coefficient of variation

for N samples.
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Table 5-2. Summary of Results of Laboratory Chemical
Analysis of Construction Samples from the Pads?
(continued)

Potassium Uranium Thorium
Pad N M 28 M 28 M 28
(wt-%) (%) (wt-ppm) (%) (wt—ppm) (%)
GPL 5 1.8 0.8 1096.0 3.7
TPH 5 1.8 2.0 1122.0 4.3
SPH 5 1.8 2.3 1103.0 3.9
RPH 5 1.9 1.6 1112.0 4.0
MPH 5 1.9 1.2 1154.0 1.8
PT 5 1.8 2.4 21.3 22.0
CPT 5 1.9 3.1 19.7 11.0
GPT 5 1.8 6.0 19.2 9.0
TPT 5 1.8 1.6 19.8 20.0
SPT 5 1.8 1.0 18.1 15.0
RPT 5 1.8 2.4 19.3 11.0
MPT 5 1.9 1.3 19.2 12.0
NPL 5 1.3 3.0 41.1 13.0
PPL 5 1.3 1.4 55.3 6.6
NPH 5 1.3 2.3 146.9 2.2
PPH 5 1.2 2.6 139.3 7.3
xPB 35 <0.01 1.0 24.0

N = the number of samples analyzed; M = the mean
value of N samples; 2S = twice the coefficient of variation

for N samples.

6.0 DATA ANALYSIS FOR PARAMETER ASSIGNMENT

6.1 METHOD

6.1.1 Best-Fit Procedure

As described thus far, two data sets were generated for purposes
of parameter assignment, one comprising corrected count rates and
the other, laboratory assays. The next step involved determining
a best—fit regression for these data sets, the results of which
would be used to estimate actual concentrations for each pad.

Selection of the methods for making the best-fit regression and
best estimates of radioelement concentrations is somewhat
arbitrary. The typical approach when performing instrument
calibration is to designate the properties of the calibration
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standard (e.g., radiocelement concentrations) as the independent
variables and the responses of the measurement system (e.g.,
count rates) as the dependent variables. For purposes of this
study, the opposite approach was taken——corrected count rate is
the abscissa (usually ‘independent’) variable and laboratory
assay is the ordinate (usually ’'dependent’) variable.

It was assumed that corrections, especially background subtrac-
tions, were performed properly, such that a pad having zero
activity would yield a corrected count rate of zero. As a comse-
quence, the best—fit regression was constrained to pass through
the origin. Furthermore, the minimization procedure used was
based on the sum of the squared fractional residuals, rather than
the more commonly used linear—least-squares fit which minimizes
the sum of the squared absolute residuals., Finally, the best
estimate of radioelement concentration was determined to be the
point on the regression line that is nearest, in perpendicular
distance, to the measured data point, and also consistent with
counting statistics in the corrected count rates.

Stated mathematically, the foregoing is equivalent to assuming
that the radiometric concentration, G;, of radioelement i (i
corresponds to K, Ra, and Th) is related to the corrected count
rate, R (E;), at energy E; by

G; = kiRc(Ei) (6-1)
where the slope, k;., is the system sensitivity factor for radio-
element i (concentration/cps). This factor was determined by

minimizing the sum of the squares of the relative errors in the
concentrations, S;, with respect to k;, using the equation

N
$; = > [C;(0) = k;R G(E;)12/[kR o (E5) ]2 (6-2)
j=1

where C.(i) is the laboratory assay for radioelement i in pad j,
ch(Ei) is the corrected count rate for energy E; from pad j, and
N is the number of pads used to determine the fit. Justification
for this approach is discussed in George (1982) and George and

others (1983).

In determining the best fit for each radioelement, only those
data points corresponding to pads enriched in that particular
radioelement were used; this approach avoided excessive weighting
of the fit by the low-concentration points, since the fit was
already being forced through the origin. Also, laboratory—assay
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values were not reported for several of the low-concentration
points.

Uncertainties in the sensitivity factors were calculated from the
equation

N
o?(k;) = ;Z;[akilach(Ei)lza’[ch(Ei)] (6-3)

Having thus determined the slope of the best—fit line through the
data points, an attempt was made to reconcile, as much as pos—
sible, the values of the ’'fitted’' concentrations, kiRc(Ei), with
the laboratory assays, C(i). To accomplish this reconciliation,
‘adjusted’ count rates, R (E;), were determined in the following
manner. The point on the best—fit line closest to each data
point was calculated using the equation

C(i) + k;R(E;)
R, (E;) = (6-4)
2k,

If IR (E;) - R (E))| < 20[R (E;)], then the adjusted count rate
was taken to be R, as just calculated, and the concentration
assigned to this measurement was determined from the equation

6; = k;R, (E;) (6-5)

On the other hand, if IR (E;) - R (E;)| > 206[R_(E;)], then the
adjusted count rate was taken to be

R,(E;) = R(E;) - 20[R,(E;)1sgn[R_(E;) -~ R_(E.))]  (6-6)

where sgn(x) = +1 if x > 0, and sgn(x) = -1 if x ¢ 0. The
assigned concentration was still determined using equation (6-5).
The uncertainty in Ra(Ei) was assumed to be the same as that in
R,(E;) because, from a statistical standpoint, a repeated mea-
surement of the pad could easily yield a corrected count rate
equal to Ra(Ei)' but the computed uncertainty would still be
approximately equal to o[R (E;)]. By adjusting the data in this
manner, the derived concentrations are both statistically con—
sistent with the (presumed repeatable) in-situ measurements
‘(within a 95 percent confidence interval) and more in agreement
with the standard-traceable laboratory assays. In those cases
where laboratory assays were not reported, the assigned concen-
trations were determined from equation (6-1), i.e., Ra(Ei) =
Rc(Ei) and Gi = kiRc(Ei)‘
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6.1.2 Analysis for Uncertainty

The uncertainties in the assigned concentrations, as determined
from equation (6—5), were computed using the equation

s(6,;) = {R:(Ei)o’(ki) + kjo2[R,(E))] }”’ (6-7)

where the parameters are defined in Section 6.1.1. We acknowl-
edge that equation (6-7) is not rigorously correct, since the
system sensitivity factors, ki' and the 'adjusted’ count rates,
Ra(Ei)' are functions of the corrected count rates, Rc(Ei). The
quantities k; and R (E;) are therefore not independent, and
equation (6-7) neglects this correlation. .However, due to the
fact that the fractional differences between the laboratory as-—
says and the fitted concentrations were minimized in the determi-
nation of k,;, each point influences the fit to the same extent as
every other point. Furthermore, because the number of points
used to determine k; (11, 35, and 10 for kg, kp., and kpy,
respectively) is fairly large, a small change in one of the
corrected count rates would have a negligible effect on the
computed value of k. Consequently, the covariance term ignored
in equation (6-7) is small, Moreover, since an increase in one
of the corrected count rates would tend to decrease the calcu-
lated value of k for a given laboratory—assay value, the sign of
this covariance term would be negative. Equation (6-7) therefore
represents an upper limit on the propagated uncertainty in the
computed concentrations, resulting from uncertainties associated
with each of the factors involved. Calculation of each of these
component uncertainties was detailed throughout Section 4.

6.2 RESULTS

Values for the system sensitivity factors, ki’ determined from
the line—fitting process, are presented below:

kK = 25.245 + 0.119 pCi(K-40)/g—cps
kpa = 18.604 + 0.324 pCi(eRa-226)/g-cps
kTh = 8,843 + 0.037 pCi(eTh~232)/g-cps

Plots of C(i) versus R (E;), together with the best—fit lines,
are provided in Figures 6-1 through 6-3. The values of R (E;)
and R (E;) are presented in Table 6-1. Table 6-2 lists the re-
sulting concentrations and their uncertainties, together with the
laboratory assays for purposes of comparison. Examination of the
data in Table 6-2 reveals that the radiometric concentrations
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computed from the slope of the best—fit line through the data
points, using the 'adjusted’ count rates (count rates statisti-
cally consistent with the ’'corrected’ count rates), are in good
agreement with the laboratory-assay results, in most cases.

6.3 DISCUSSION

For all of the pads, the K-40 concentrations determined using the
in—sitn data are within two standard deviations of the labo-
ratory-assay concentrations (i.e., overlapping 'error bars'),
and, in most cases, have precisions as great as, or greater than,
the laboratory precision. With respect to the radium concentra-
tions, the agreement is also within two standard deviatiomns in
most cases. However, as described in Section 4.3.2, the rela-
tively large uncertainties in the concentrations inferred from
the in-situ measurements are apparent, due to the relatively
large uncertainties in the radon—exhalation factor, F_. The
laboratory assays do not suffer from this problem, since those
samples were stored in sealed cans and given sufficient time
prior to analysis to permit establishment of Bi-214/Ra-226 equi-
librium. However, large sampling variances in the laboratory
assays are apparent in many cases (e.g., El1, H1, H2, W1, W4, and
the xPT pads). Some disparity between the laboratory assays and
the in—situ results is also evident in the Th-232 data; however,
due to the relatively large uncertainties in the laboratory
values, the 'error bars' again overlap in most cases.
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Comparison of Corrected In-Situ Count Rates with 'Adjusted’ Count Rates

Table 6-1.

Count Rate (cps)?®
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R, (2615) R, (2615)
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0.523 + 0.014

E1

nNnVvwunmnmeEeTn
- K-X-K-R"
Qo000 0
. e e e e e
N -N-W-E-N-W-
+1 L+ ]+
AT \OO\ o
W E~0~O 0t~
cooocoocovw
. e e s e s e
CRE-E-E-X-E-N
- A - s ]
E-E-X-E-X-2"}
000000
e e e e e s e
coooco0co0O0
LARAEJEIR RS 1]
AN Y
o0 0N
ocoo0Coocown
e e o e e e e
o000 OT-
NWVYO T~
~roAANAaNO
nNNTOOWn
e e e e . .
oOHNOOOO
o+ H
W v DO M
- TNNRADRN
MmN O OWVwWNn
[t S
THODO®O
~N 9
NN\ ¢ ¢~
- L
mAaYT oSN
HAM
OCHMNOODO
+ L
il el - > K-y Bal
LR R RN
NNnToOowwn
¢ o = e & 2 @
OO0 O0MWO
a
AN NN~
H AT NN
OO0 O0OOCO O
e s e s s e
cocoooo0oC
)+ +1 L+ H
00 NN T 0O
tNnOmNnmnmdEA
NN
®« 8 & e & .
- - - K-
ARAM AN O
O -
cCo0o0aeo
. e e e .
CR-N-Y-E-K-N-
+H o+ H L+
N=HI~\O W
n O n 0O
NN OTm
~N-N-W-W NI
w) o <
A8 H883

2.213 + 0.029
0.005 + 0.003

2.155 + 0.029
0.005 + 0,003

5.515 + 0.458
0.062 + 0.021

0.458

+

8
3

1

3
4.427 + 0.372

9
20.970 + 1.215

4
0

1.495 + 0.031
2,018 + 0.028
0.625 + 0.020
0.626 + 0,031

1.465 + 0.031

HS

+ 0,021

0

2.014 + 0,028

PX

005
005

046
005

006
014
007

009
005
005

005
005
.005
.006
.003

COCOCOOOOOOOO
+1H H LT+ FE )

o 00
™\

.0
.0

o o

005
005

co
+1+1
O\
S8

[~ =

4.607 + 0.372

20,122 + 1,215

0.653 + 0,020
0.655 + 0.031

PL
PH

™~ 0

3.53
0.07

046
005
0.101 + 0.006

0.576 + 0.014
0.118 + 0.007

oo
+1 +1
o
~
o
o

0.076

0.356 + 0.082
0.044 + 0.027
0.103 + 0.041
0.091 + 0,037
0.649 + 0.151

0.354 + 0.082
0.052 + 0.027
0.110 + 0.041
0.093 + 0.037
0.645 + 0.151

0.591 + 0.021
0.502 + 0.014
1.805 + 0.035
0.676 + 0.016
0.696 + 0.019
1.374 + 0.028

0.633 + 0.021
0.506 + 0.014
1.820 + 0.035
0.689 + 0.016
0.728 + 0.019

PT
Vi

0.099
0.556
0.118
0.216
0.073
0.082

w2

W3

w4

0.216 + 0.009
0.066 + 0.005
0.078 + 0.005

0.470 + 0.094
0.911 * 0.142

1.421 * 0.028

0.449 + 0.094
0.851 + 0.142
2.376 + 0.258

W5

0.433 + 0.014
0.441 + 0,016

NPL 0.434 + 0.014
NPH 0.451 + 0.016

2.355 + 0,258
0.807 + 0.121

PPL 0.428 + 0.013

0.070
0.071
0.079
0
0

0.430 + 0,013

0.071 + 0.005
0.075 + 0.005

0.811 + 0.121
2.652 + 0.286
4.468 + 0.407

21.321 + 1.283

2.834 + 0.286
4.560 + 0,407

22,009 + 1,283

0.435 + 0.017

PPH 0.438 + 0.017

0
0
0

*
hs
hd

90
01

0
0

0.076 + 0.005
+ + 0.078 + 0.006
0.031 + 0.022  0.031 + 0.022 0.001 + 0.003

0.512 + 0.020
0.483 + 0,029
2.041 + 0,027

O O~
NN
[= =~
(= =N -]
+| +| +
-~ A \O
Xl
w T o
o oN
[~ I - ]

4.718 + 0.376

20,197 + 1.161

4.667 + 0.376

20.498 + 1.161

GPL 0.637 £ 0.020

0.617 + 0,020
0.631 + 0.032

GPH 0.665 + 0.032

0.059 + 0.005
0.069 + 0.005
3.418 + 0.043

0.056 + 0.005
sl + + 0.067 + 0.005
0.365 + 0.084 0.353 + 0.084 3.504 + 0.043

0.592 + 0.020

GPT 0.587 + 0.020

80ncertainties are one sigma (68 percent confidence interval).



Comparison of Corrected In-Situ Count Rates with 'Adjusted’ Count Rates

(continued)

Table 6-1,

Count Rate (cps)®

R (1765)

R, (2615) R, (2615)

R, (1765)

R, (1461)

R (1461)

Pad

0.075 + 0.005
0.058 + 0.005
0.000 + 0.003
0.064 + 0.005

0.075 + 0.005
0.058 + 0.005
0.000 + 0.003

4.490 + 0.398
21.433 + 1.301

4.691 + 0,398
21.675 £+ 1.301

0.522 + 0.019
0.453 + 0.031
2.092 + 0.027
0.613 + 0.020
0.588 + 0.028

TE2 0.546 + 0.019
TE4 0.475 + 0.031

0.037 + 0.023
4.525 + 0.386

21.677 + 1,225

TPK 2,128 + 0.027

0.037 + 0.023
4.678 + 0.386

20.714 + 1.225

TPL 0.630 + 0.020

0.058 + 0.005
0.058 + 0.005

0.051 + 0.005
+
+
s
+
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3.617 + 0.044

0.320 + 0.079
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0.332 + 0.079
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21.206 + 1.213

TPT 0.627 + 0.021

0.044

29

0.595 + 0.021
2.078 + 0.027

MPK 2.099 + 0.027

.003
.005
.005

0
0
0

2
3

.00
06
0.057

0
0

.003
.005

+0
+ 0

.00

0
0

MPL 0.661 + 0.020

2
064

4,831 + 0.378
20.653 + 1.213

0.629 + 0.020
0.638 + 0.029

MPH 0.646 + 0.029

0.057 + 0.005
3.628 + 0.040

0.377 + 0.084
0.037 + 0.023
4.570 + 0.361

20.101 + 1.186

0.372 + 0.084
0.037 + 0.023
4.264 * 0.361

20.465 + 1.186

MPT 0.653 + 0.021

3.622 + 0.040

0.625 + 0.021

0.004 + 0.003
0.070 + 0.005
0.060 + 0.005

0.004 + 0.003
0.063 * 0.005
0.065 + 0.005

2.060 + 0.030
0.639 + 0.020
0.624 + 0.030

RPK 2.064 + 0.030

RPL 0.647 + 0.020

RPH 0.652 + 0,030

0.344 + 0.081
0.031 + 0.021

0.353 + 0.081
0.031 + 0.021
5.146 + 0.403

RPT 0.652 + 0.021

3.573 + 0.039

0.610 + 0.021

3.630 + 0.039
0.001 + 0.003

0.001 + 0.003

2.046 + 0.027

SPK 2.035 + 0.027

0.067 + 0.005

0.063 + 0.005

5.035 + 0.403

0.633 + 0.020
20.118 + 1.203

SPL 0.635 + 0,020

0.065 + 0.005
3.483 + 0.041

0.058 + 0.005
3.550 + 0.041
0.082 + 0.006
0.065 + 0.005
0.004 + 0.003

20.904 + 1.203

0.589 + 0.029

SPH 0.582 + 0.029

0.089 + 0.006

0.074 + 0.005
0.004 + 0.003

0.359 + 0.085
4.378 + 0.380

22.034 + 1,313

0.384 + 0.085
4.441 * 0.380

22,580 + 1.313

SPT 0.581 + 0.020

0.572 + 0.020

CE2 0.549 + 0.019

0.540 + 0.019

CE4 0.476 + 0.031

0.487 + 0.031

0.041 + 0.024
4.933 + 0.399

19.385 + 1.128

0.041 + 0.024

2.034 + 0.027

CPK 2.046 + 0.027

0.061 + 0.005
0.062 + 0.005

0.063 + 0.005
0.060 + 0.005

5.084 + 0.399

19.060 + 1.128

0.611 + 0.020
0.594 + 0.031

CPL 0.626 + 0.020

3.413 + 0.042

CPH 0.624 + 0,031

0.327 + 0.078

¥ 0.332 + 0.078

0.560 + 0.020

CPT 0.556 + 0.020

3.368 + 0.042

3Uncertainties are one sigma (68 percent confidence interval).




y Assays with 'Best-Fit'

Comparison of Laborator

Concentrations

Table 6-2.

Concentration (pCi/g)b
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Comparison of Laboratory Assays with ‘Best-Fit’

Concentrations® (continued)

Table 6-2.

Concentration (pCi/g)®
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7.0 MEASUREMENTS FOR PARAMETER VERIFICATION

7.1 EQUIPMENT CONFIGURATION AND PERFORMANCE
7.1.1 Configuration

The Calibration Facilities Monitoring System (CFMS), mentiomed in
Section 2.3.1, was specially designed for use in characterizing
and monitoring both surface and subsurface calibration models,
Figure 7-1 is a block diagram showing the configuration of the
system as it was used in this study. Pulses from a specially
constructed pad-monitoring detector are transmitted over a few
hundred feet of four-conductor armored logging cable to an ORTEC
450 Research Amplifier. Amplified and shaped pulses are then fed
into a Nuclear Data, ND660, Multichannel Analyzer (MCA) con-
trolled by an LSI-11 microprocessor; several standard peripherals
are interfaced to the microprocessor. Selected hardware charac-
teristics, physical characteristics, and settings for the system
are presented in Table 7-1. The system is more fully described
in George and others (1983).

The NaI(T1) detector, 4 inches in diameter by 4 inches in height,
is lightly shielded with a graded filter and integrally coupled
to a photomultiplier tube (see Figure 7-2). Measurements were
made using a collimator, depicted in cutaway view in Figure 7-2
and described in Table 7-1.

For purposes of this study, the system collected data in a repet—
itive mode wherein the microprocessor controlled the MCA, on-line
data processing and reduction, and data storage. A typical
measurement sequence for a given pad involved collection of
approximately ten spectra, each for 200 to 500 seconds of live
time. After collecting each spectrum, the microprocessor calcu—
lated the position of a preselected peak, recalculated channel
number versus emergy calibration coefficients to compensate for
gain drift, integrated the count rates for certain regions of
interest (ROI) as specified in Table 7-2, and stored on disk the
complete spectrum as well as the calculated results for the ROIs.

Performance of the system was routinely monitored, using button
sources placed in a repeatable geometry with respect to the
detector. The sources were positioned in a jig which slipped
under the detector, and which was equipped with a 1/2-inch—thick
sheet of lead to shield the detector from below (see Figure 7-2).
For the performance measurements, the detector and its
collimating shield were placed on the deck of the CFMS truck,
away from any pad,
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Table 7-1. Selected Hardware, Physical Characteristics,
and Instrument Settings for the CFMS Pad-
Monitoring Detector System

____Component/Parameter

Description

ORTEC 450 Research Amplifier
Gain
Baseline Restoration
Pulse Shaping — Integrate
Pulse Shaping — Differentiate
Input Mode
Output Connection
Output Pulse Shape

ND660 Multichannel Analyzer
Pulse Coupling
Conversion Gain
Number of Channels
Acquire Mode

Detector
Size
Type
Shell Diameter (0.D.)
Shell Thickness
- Graded Filter

Collimating Shield

Detector Position Above Pad

10 (approx.)

High

0.5 Microsecond

Out

Bipolar, Norm. Negative
Unipolar, 10-Volt Positive
Unipolar (4.8 microseconds)

DC
512
512
Live Time

4 Inches x 4 Inches

NaI(T1)

8 Inches

0.08 Inch (stainless)

0.125-Inch Lead, Over
0.063-Inch Cadmium, Over
0.031-Inch Copper
(around sides and bottom)

2 Inches of Lead on Sides,
16 Inches in Height
(no shield on top)

5 Centimeters from Surface
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Figure 7-2.

Sketch of Detector Shielding and Assembly
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Table 7-2.

Spectral Regions of Interest

Principal Region of
Parameter Photopeak Interest
Energy (keV) (keV)

K-40 1461 1320 - 1575
Ra-226 1765, 2204 1650 — 2390
Th-232 2615 2475 - 2765
Total Count - 30 - 3500
High Energy - 550 - 3500

7.1.2 Performance

Prior to initiating measurements on the pads, tests were con-
ducted to define and document performance of the CFMS hardware.
Certain tests were performed frequently during the course of the
measurements to monitor dead time, linearity, resolution, and
sengitivity, the last three checked using three specific sources,
namely, Ra-226, Cs-137, and Th-228.

For purposes of this study, linearity refers to the relation of
energy to channel number, i.e., the integral linearity of the
analog-to—digital converter in the multichannel analyzer. A
quadratic fit was calculated using eight photopeaks (Ra-226 -
609, 1120, 1765, and 2204 keV; Th-228 - 239, 583, and 2615 keV;
Cs-137 - 661 keV). Coefficients for the quadratic equation
relating channel number to gamma-ray energy were calculated and
recorded routinely. Although a quadratic fit was used, the
system was linear in the sense that a typical Nal/photomulti-
plier—-based system is linear, i.e., the amplifier output pulse
height is proportional to the energy of the incident gamma ray.
The defining equation has the form

E = Ag+ AC + AC

where E is the gamma-ray energy in keV, C is the channel number
in the MCA, and AO‘ Al, and are constants, Typical values for
the coefficients are —-26.65 for Ag, 6.623 for Ay, and 1.864x10-4

for Az.

Resolution was measured routinely (approximately daily) by deter-
mining the full width at half maximum (FWHM) of the 661-keV peak
of cesium-137, Results of these measurements are listed in Table
7-3 and graphically illustrated in Figure 7-3. The abscissa of

(7-1)
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the curve in Figure 7-3 is a simple sequence number for each
resolution measurement made. The data demonstrate that the
detector system functioned properly during the course of the
measurements.

As used herein, sensitivity refers to the observed total count
rate, corrected for ambient background, due to a specific Ra-226
button source. Sensitivity checks were made at the beginning and
end of each day or measurement session, and before and after each
measurement on a pad. Results of the sensitivity measurements
are presented in Table 7-4 and Figure 7-4; the abscissa units
shown in Figure 7—4 are the sensitivity—measurement sequence
numbers, analogous to those shown in Figure 7-3.

Dead time was determined using the two—source method, wherein the
factor used to correct for dead time is assumed to be a third-
degree polynomial (Kohman, 1949; George, 1982). The raw data for
the dead—time measurements are presented in Table 7-5. A graphic
representation of the polynomial correction factor, Fd, derived
from the data is provided in Figure 7-5. Also indicated in
Figure 7-5 is the maximum count rate encountered during this
study; that rate was measured on pad ES5.
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Table 7-3.

Resolution of the CFMS Using a Co-60 Source

Date of Location
Measurement _ e
3/04/83 Grand Junction, Colorado
3/08/83 Grand Junction, Colorado
3/08/83 Grand Junction, Colorado
3/09/83 Grand Junction, Colorado
3/10/83 Grand Junction, Colorado
3/11/83 Grand Junction, Colorado
3/14/83 Grand Junction, Colorado
3/16/83 Grand Junction, Colorado
3/18/83 Grand Junction, Colorado
3/21/83 Grand Junction, Colorado
3/22/83 Grand Junction, Colorado
3/23/83 Grand Junction, Colorado
3/24/83 Grand Junction, Colorado
3/28/83 Grand Junction, Colorado
3/30/83 Grand Junction, Colorado
3/31/83 Grand Junction, Colorado
4/11/83 Grand Junction, Colorado
4/13/83 Grand Junction, Colorado
4/27/ 83 Grand Junction, Colorado
5/05/83 Grand Junction, Colorado
5/11/83 Grand Junction, Colorado
5/27/83 Grand Junction, Colorado

6/07/ 83 Grants, New Mexico
6/09/83 Grants, New Mexico
6/12/83 George West, Texas
6/13/83 George West, Texas

8/16/ 83 Grand Junction, Colorado
8/19/83 Grand Junction, Colorado
8/26/83 Reno, Nevada

8/27/83 Reno, Nevada

9/01/83 Spokane, Washington
9/10/83 Casper, Wyoming

9/11/83 Casper, Wyoming

9/22/83 Grand Junction, Colorado
10/17/83 Grand Junction, Colorado
10/19/83 Grand Junction, Colorado

Resolution?

..{percent)

8.38
8.22
8.22
8.41
8.40
8.25
8.18
8.41
8.33
8.33
8.37
8.30
8.35
8.38
8.32
7.73b
8.21
8.37
8.40
8.26
8.50
8.37
8.23
8.24
8.39
8.45
8.30
8.43
8.31
8.37
8.33
8.24
8.35
8.29
8.37
8.29

BFull width at half maximum of 661-keV photopeak
from Cs-137.

The cable—head connection had failed and was

discovered during this measurement,

prior to taking the next measurement.
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Table 7-4.

Sensitivity of the CFMS Sodium Iodide
Detector to a 10-nuCi Ra-226 Source

Date of

Location
Measurement .
3/04/83 Grand Junction, Colorado
3/08/83 Grand Junction, Colorado
3/08/83 Grand Junction, Colorado
3/09/83 Grand Junction, Colorado
3/09/83 Grand Junction, Colorado
3/09/83 Grand Junction, Colorado
3/09/83 Grand Junction, Colorado
3/10/83 Grand Junction, Colorado
3/10/83 Grand Junction, Colorado
3/11/83 Grand Junction, Colorado
3/14/83 Grand Junction, Colorado
3/14/83 Grand Junction, Colorado
3/14/83 Grand Junction, Colorado
3/14/83 Grand Junction, Colorado
3/16/83 Grand Junction, Colorado
3/16/83 Grand Junction, Colorado
3/16/83 Grand Junction, Colorado
3/18/83 Grand Junction, Colorado
3/18/83 Grand Junction, Colorado
3/21/83 Grand Junction, Colorado
3/21/83 Grand Junction, Colorado
3/21/83 Grand Junction, Colorado
3/21/83 Grand Junction, Colorado
3/22/83 Grand Junction, Colorado
3/22/83 Grand Junction, Colorado
3/23/83 Grand Junction, Colorado
3/23/83 Grand Junction, Colorado
3/23/83 Grand Junction, Colorado
3/24/83 Grand Junction, Colorado
3/28/83 Grand Junction, Colorado
3/30/83 Grand Junction, Colorado
3/30/83 Grand Junction, Colorado
3/30/83 Grand Junction, Colorado
3/30/83 Grand Junction, Colorado
3/31/83 Grand Junction, Colorado
3/31/83 Grand Junction, Colorado
3/31/83 Grand Junction, Colorado
3/31/83 Grand Junction, Colorado
3/31/83 Grand Junction, Colorado

Sensitivity

e o-.-leps)

21622
21708
21397
21683
21430
21493
21592
21584
21533
21420
21623
21573
21612
21561
21667
21760
21729
21352
21399
21754
21792
21663
21353
21649
21719
21876
21729
21723
21747
21826
21419
21642
21735
21726
21680
21779
21928
22018
21918

AaObserved total count rate, correc;;d for ambient

background.
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Table 7-4.

Sensitivity of the CFMS Sodium Iodide
Detector to a 10—pCi Ra-226 Source

(continued)
Date of Location Sensitivitya
Measurement (cps)
4/11/83 Grand Junction, Colorado 21802
4/11/83 Grand Junction, Colorado 21691
4/11/83 Grand Junction, Colorado 21811
4/11/83 Grand Junction, Colorado 21772
4/11/83 Grand Junction, Colorado 21831
4/13/83 Grand Junction, Colorado 21811
4/27/83 Grand Junction, Colorado 21781
4/27/83 Grand Junction, Colorado 21785
4/27/83 Grand Junction, Colorado 21884
4/27/83 Grand Junction, Colorado 21556
4/27/83 Grand Junction, Colorado 21679
4/27/83 Grand Junction, Colorado 21698
5/05/83 Grand Junction, Colorado 21741
5/05/83 Grand Junction, Colorado 21795
5/11/83 Grand Junction, Colorado 21924
5/11/83 Grand Junction, Colorado 21582
5/27/83 Grand Junction, Colorado 21627
5/27/83 Grand Junction, Colorado 21622
6/07/83 Grants, New Mexico 21522
6/07/83 Grants, New Mexico 21573
6/07/83 Grants, New Mexico 21359
6/07/83 Grants, New Mexico 21612
6/07/83 Grants, New Mexico 22084
6/07/83 Grants, New Mexico 22100
6/09/83 Grants, New Mexico 21946
6/09/83 Grants, New Mexico 22165
6/09/83 Grants, New Mexico 22193
6/12/83 George West, Texas 22509
6/12/83 George West, Texas 22320
6/12/83 George West, Texas 22215
6/13/83 George West, Texas 22340
6/13/83 George West, Texas 22137
6/13/83 George West, Texas 22176
6/13/83 George West, Texas 22098
6/13/83 George West, Texas 22133
6/13/83 George West, Texas 22196
8/16/83 Grand Junction, Colorado 22261
8/16/83 Grand Junction, Colorado 22155

80bserved total count rate, corrected for ambient

background.
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Table 7-4. Sensitivity of the CFMS Sodium Iodide
Detector to a 10—puCi Ra—-226 Source
(continued)
Date of Location SensitivityI
Measurement (cps)
8/16/83 Grand Junction, Colorado 22256
8/19/83 Grand Junction, Colorado 22301
8/19/83 Grand Junction, Colorado 22316
8/19/83 Grand Junction, Colorado 22341
8/19/83 Grand Junction, Colorado 21986
8/19/83 Grand Junction, Colorado 21684
8/19/83 Grand Junction, Colorado 21884
8/26/83 Reno, Nevada 22304
8/26/83 Reno, Nevada 21880
8/27/83 Reno, Nevada 21853
8/27/83 Reno, Nevada 21797
8/27/83 Reno, Nevada 21852
8/27/83 Reno, Nevada 21861
8/27/83 Reno, Nevada 21657
9/01/83 Spokane, Washington 21451
9/01/83 Spokane, Washington 21994
9/01/83 Spokane, Washington 21803
9/01/ 83 Spokane, Washington 21529
9/10/83 Casper, Wyoming 21602
9/10/ 83 Casper, Wyoming 21620
9/11/83 Casper, Wyoming 21630
9/11/83 Casper, Wyoming 21454
9/22/83 Grand Junction, Colorado 21733
10/17/83 Grand Junction, Colorado 21970
10/17/83 Grand Junction, Colorado 21949
10/19/83 Grand Junction, Colorado 21727
10/19/83 Grand Junction, Colorado 21719

’Observed total count rate, corrected for ambient

background.
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Table 7-5. Results of Dead-Time Measurements for the CFMS
Sodium Iodide Detector Using the Two—Source

Me thod
Count Rate (cps)
Date of Acquire Source Source Sources Back-
Measurement Time (sec) 1 2 1 and 2 ground
3/8/83 170 2828 2357 5084 87.0
3/8/83 150 3803 3980 7603 87.0
3/8/83 120 5322 4809 9998 87.0
3/8/83 100 6716 7262 13671 87.0
3/8/83 70 8545 8976 17059 87.3
3/8/83 60 12109 10737 22175 87.3
3/8/83 50 15848 16675 31164 86.7
3/8/83 50 21507 20343 39448 86.7
3/8/83 40 26360 24925 47482 87.0
3/8/83 40 32326 32925 58723 87.0
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7.2 DATA COLLECTION AND REDUCTION

7.2.1

ata Collection

The data-collection procedure used with the CFMS pad-monitoring
detector system was patterned after that used to collect borehole
data for total-count measurements (George and others, 1983).

This procedure is outlined below.

1. Position the CFMS truck adjacent to a calibration pad.

2. Apply electrical power to the truck electronics and detector.
The minimum warm—up and stabilization time is 1 hour.

3. VWith the detector assembly placed on the deck of the vehicle,
perform the premeasurement calibration procedure as described
below (George and others, 1983):

Adjust the DC level (baseline) of the amplifier and the
zero level of the MCA such that channel 0 in the MCA
corresponds to the baseline.

Using a Th-228 button source, set the amplifier gain such
that the centroid of the 2615-keV photopeak of T1-208 is
positioned in channel 395 of the MCA.

Measure and record the count rates from reference sources
of thorium228, radium—226, and cesium-137.

Measure the ambient background.
Calculate and record background-corrected sensitivity,

resolution, and linearity. Detector sensitivity and
resolution results were presented in Section 7.1.

4. Measure the gamma—ray activity of the calibration pad in the
following manner:

Move the lead collimating shield to the pad.
Place the detector in the collimating shield.

Collect a preliminary spectrum to set the gain-stabiliza—
tion parameters at the dominant gamma~ray photopeak.

91



Measure the gamma—ray activity of the pad for approxi-
mately 3000 seconds; this typically yields 10 spectra,
each characterized by 300 seconds of MCA live time. For
each spectrum, counts in each region of interest (ROI)
are stored in a data file on disk.

Return the lead collimating shield and detector to the
truck platform,

5. Perform the postmeasurement calibration procedure, as
described below (George and others, 1983):

b.

C.

d.

Readjust amplifier gain, if necessary, to position the
2615-keV gamma—ray photopeak of T1-208 in channel 395.

Measure the count rate from the Ra—-226 reference source
to compare postmeasurement detector sensitivity with that
determined during the premeasurement calibration.

Measure the ambient background.

Calculate and record background-corrected semsitivity.

6. Repeat Steps 4 and 5 for each pad measured.

7. Copy the files containing ROI data for each spectrum and pad
to magnetic tape.

Data relative to the CFMS measurements, including the date and
time of each measurement, acquisition live time, and the number
of spectra collected, are presented in Table 7-6. Measurements
on the background pads (H1L, PB, GPB, CPB, RPB, SPB, and TPB) were
performed without using the gain—stabilization algorithm due to
the lack of a prominent gamma—ray photopeak., For these measure-—
ments, the gain was assumed to be stable following the premea-
surement calibration,
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Table 7-6. Description of CFMS Measurements

Date of Time of Acquisition No. of Spectra
Pad Measurement Measurement Time2 (sec) Collected
El 3/16/83 11:30 500 6
E2 3/16/83 13:00 300 10
E4 3/16/83 15:00 300 10
ES 3/22/83 10:00 300 7
H1 3/21/83 15:30 1000 3
H2 3/30/83 16:15 1800 28
H3 3/14/83 9:45 600 12
H4 3/31/83 16:15 1800 30
HS 3/28/83 16:30 1800 30
PB 3/30/83 13:00 1000 3
PK 3/23/83 13:30 1000 3
PL 3/22/83 14:30 300 10
PH 3/23/83 9:45 300 10
PT 3/23/83 11:30 600 5
NPL 3/31/83 10:00 1000 3
NPH 3/30/83 14:30 500 6
PPL 3/31/83 11:30 1000 4
PPH 3/31/83 13:45 600 6
CE2 9/11/83 12:00 300 10
CE4 9/10/ 83 19:15 300 10
CPB 9/11/83 10:50 500 5
CPK 9/10/ 83 17:50 300 10
CPL 9/10/83 16:35 300 10
CPH 9/10/83 15:15 300 10
CPT 9/11/83 13:15 300 10
GE2 6/09/83 17:00 300 10
GE4 6/09/83 20:00 300 10
GPB 6/07/83 18:15 1000 5
GPK 6/07/83 10:00 1000 5
GPL 6/07/83 12:15 300 10
GPH 6/07/83 14:45 300 10
GPT 6/07/83 16:30 300 10
RPK 8/27/83 9:00 1000 3
RPL 8/27/83 12:00 300 6
RPH 8/27/83 13:15 300 6
RPT 8/27/83 15:00 300 10
SPB 9/01/83 12:15 300 6
SPK 9/01/83 13:45 500 4
SPL 9/01/83 11:00 300 8
SPH 9/01/83 15:15 300 8
RPB 8/27/83 16:00 1000 3

8YCA live time for acquisition of spectra.
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Table 7-6. Description of CFMS Measurements (continued)

Date of Time of Acquisition No, of Spectra
Pad Measurement Measurement Time? (sec) Collected
SPT 9/01/83 9:00 300 8
TE2 6/13/83 15:45 300 10
TEA4 6/13/83 14:00 300 10
TPB 6/13/83 17:20 1000 5
TPK 6/13/83 15:30 1000 5
TPL 6/13/83 10:30 300 10
TPH 6/13/83 12:15 300 10
TPT 6/12/83 18:45 500 8

8MCA live time for acquisition of spectra.

7.2.2 Data Reduction

The equations used to relate observed count rates to concentra—
tion assignments were defined in Section 2.3.1. Accordingly, the
following procedure was used to reduce the CFMS measurement data:

1.

For each pad, calculate the mean count rate and its uncer-
tainty in each ROI, for each spectrum collected. The uncer—
tainty is the maximum of either the standard deviation of the
measurements about their mean or the statistical counting
uncertainty in a single measurement. Results of these calcu-
lations for each pad are presented in Table 7-7.

Correct the observed count rates for dead time, background,
and moisture using equation (2-8) and the left sides of
equations (2-5) through (2-7). Dead-time corrections were
determined from Figure 7-5, and moisture correction factors
were obtained from Table 4-5. The resultant corrected count
rates for each pad are presented in Table 7-8; the associated
uncertainties reflect both the uncertainties in the observed
count rates and in the correction factors.

Compute the coefficients for equations (2-5) through (2-7),
relating concentrations to count rates, when the concentra-
tions and the exhalation correction factors are those cited
in Tables 1-2 and 1-4, respectively. A linear least—squares
regression provided the following coefficient values, which
were verified by means of separate calculations using
selected sets of pads:
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a;; = 0.319

aj, = 0.935

a3 = 0.591

22 7 lsso

a =

23 .

832 = 0.0246
833 = 1.018

4. Calculate the expected count rates for each pad by evaluat
the right side of equations (2-5) through (2-7), using the
assigned concentrations and exhalation correction factors
cited in Tables 1-2 and 1-4, respectively, and the coeffi-
cients determined in Step 3. These expected count rates a
presented in Table 7-9.

Table 7-7. CFMS Observed Count Rates

ing

re

Spectral-Window Measurement?

Pad Total Gamma Potassium Radium Thorium High Energyb

cps S cps S cps S cps S cps S
El 350.3 0.2 21,1 1.0 20.8 1.0 1.22 4.1 182.2 0.3
E2 1155.7 0.2 64.5 0.7 72.8 0.7 1.98 4.1 607.0 0.2
E4 5352.5 0.1 292.0 0.4 349.0 0.3 7.03 2.2 2823.1 0.1
E5 12333.7 0.1 684.1 0.3 830.2 0.2 19.14 2.7 6571.8 0.2
H1 66.9 0.5 5.4 1.4 3.0 1.8 0.8 3.4 33.2 0.6
H2 430.2 0.4 18.1 0.6 1.9 1.7 0.39 3.7 71.3 0.3
H3 2309.7 0.1 127.0 0.4 148.4 0.3 3.49 2.2 1222.4 0.1
B4 1714.8 0.1 72.5 0.3 134.9 0.2 65.82 0.3 925.9 0.1
H5S 2067.0 0.1 106.7 0.2 123.6 0.4 15.78 1.3 1049.1 0.1
PB 21.6 0.7 1.0 3.2 1.1 3.0 0.26 6.2 8.3 1.1
PK 131.3 0.3 17.5 0.8 1.9 2.3 0.32 5.6 69.9 0.4
PL 1143.1 0.2 63.7 0.7 71.0 0.7 2.07 4.0 5%9.0 0.2
PH 4578.8 0.1 247.2 0.4 292.4 0.3 6.42 2.3 2400.7 0.1
PT 817.9 0.2 37.1 0.7 62.1 0.5 30.09 0.7 431.9 0.2
NPL 244.3 0.2 15.1 0.8 14.3 0.8 1.10 3.0 126.5 0.3
NPH 624.0 0.2 35.3 0.8 39.1 0.7 1.45 3.7 325.3 0.3
PPL 247.0 0.2 15.0 0.8 14,7 0.8 1.14 3.0 128.7 0.3
PPH 630.6 0.2 35.4 0.7 38.8 0.7 1.38 3.5 328.0 0.3
CE2 1118.8 0.2 61.2 0.8 70.8 0.7 3.32 3.2 583.3 0.2

80ncertainties (S) are one sigma (68 percent confidence
interval), and are expressed as a percentage of the observed
mean ﬁount rate.

The high—energy region of interest is 550 to 3500 keV.
These data were not used to verify parameter assignments, but
are provided here for reference purposes.
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S cps S

Thorium High Energyb

cps

Radium

CFMS Observed Count Rates (continued)
cps

Potassium

Spectral-Window Measurement?®
cps

Table 7-7.

cps
CE4 5146.4 0.1 278.1 0.5 338.4 0.4 11.66 2.1 2706.0 0.2
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interval), and are expressed as a percentage of the observed

mean count rate.
bThe high—energy region of interest is 550 to 3500 keV.

These data were not used to verify parameter assignments, but

are provided here for reference purposes.




CFMS Observed Count Rates

Table 7-8.

Corrected for Dead Time,

Background, and Moisture

Spectral-Window Measurement?®

Potassium
cps

Thorium

cps

Radium

CPps

Pad

o~

1.85 4.9

1.02 5.5
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66.8
274.0
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RPT

32.71 1.5

66.8 1.3

1.2

39.2

0.31 39.0
1.75 7.2

18.8
65.5

SPK
SPL

8Uncertainties (S) are one sigma (68

percent confidence interval), and are

expressed as a percentage of the reported

mean count rate.
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Table 7-8. CFMS Observed Count Rates
Corrected for Dead Time,
Background, and Moisture
(continued)

Spectral-Window !ggsnremenfI

Pad Potassium Radium Thorium
cps S cps S cps S
SPH  277.2 1.0 327.6 1.0 9.49 2.3
SPTr 37.8 1.3 64.7 1.2 32.30 1.4
TE2 64.3 1.4 72.7 1.6 1.94 7.4
TE4 303.2 1.4 364.1 1.4 8.72 3.6
TPK 17.9 1.3 0.0 99.9 -0.16 53.8
TPL 63.5 1.3 70.8 1.4 1.60 8.5
TPH 259.7 1.0 309.9 1.0 8.29 1.4
TPT 38.0 1.5 65.1 1.2 32.23 1.4
Uncertainties (S) are one sigma (68
percent confidence interval), and are
expressed as a percentage of the reported
mean count rate.
Table 7-9. Expected Count Rates
Spectral-Window Count Rate?
Pad Potassium Radium Thorium
cps S cps S cps S

Radium—Enriched Pads

NPL 13.1 5.6 12.2 0.9 0.93 1.4
PPL 15.1 4.9 14.8 0.9 0.91 1.5
El 22.3 4.0 22.6 0.8 1.19 1.7
NPH 38.2 1.9 42.9 0.8 1.58 2.4
PPH 33.0 2.2 38.6 0.8 1.42 2.3
E2 72.1 1.4 83.2 0.8 2.61 2.8
CE2 65.3 1.4 75.2 0.8 2.35 2.8
GE2 69.1 1.3 80.0 0.8 2.25 3.1
TE2 63.3 1.5 72.7 0.8 2.21 2.9
PL 72.7 1.4 83.5 0.8 2.40 3.1
CPL 61.7 1.7 69.7 0.8 2.10 2.9

" BUncertainties (S) are ome sigma (68
percent confidence interval), and are
expressed as a percentage of the count rate.
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Table 7-9. Expected Count Rates (continued)
Spectral-Window Count»Ratea
Pad Potassium ' Radium Thorium
cps S cps S cps S
GPL 64.1 1.6 72.8 0.8 2.03 3.2
TPL 65.8 1.6 75.0 0.8 2.13 3.1
RPL 73.1 1.5 83.6 0.8 2.41 3.0
SPL 62.0 1.7 69.9 0.8 1.92 3.2
H3 150.8 0.9 180.7 0.8 4.61 3.5
PH 266.9 0.9 321.0 0.8 7.67 3.7
CPH 267.4 0.9 321.9 0.8 7.65 3.7
GPH 265.1 0.9 318.7 0.8 7.41 3.8
TPH 239.4 0.9 287.6 0.8 6.82 3.7
RPH 244.4 0.9 293.3 0.8 6.87 3.8
SPH 258.2 0.9 310.4 0.8 7.46 3.7
E4 351.1 0.9 425.3 0.8 2.91 3.8
CE4 299.1 0.9 361.8 0.8 8.57 3.7
GE4 298.7 0.9 361.5 0.8 8.53 3.8
TE4 299.3 0.9 362.3 0.8 8.48 3.8
E5 741.1 0.9 901.2 0.8 20.23 4.0
Potassium—Enriched Pads
PK 16.8 21.7 0.7 2.7 0.18 1.1
CPK 16.9 21.5 0.9 2.4 0.20 1.2
GPK 17.1 21.6 0.7 2.3 0.15 1.2
TPK 17.0 21.8 0.6 2.3 0.13 1.2
RPK 17.1 21.6 0.7 2.4 0.15 1.2
SPK 17.3 21.8 0.5 2.7 0.04 1.4
H2 17.7 21.6 0.8 2.4 0.18 1.3
Thorium—Enriched Pads
PT 36.9 8.7 63.2 5.6 31.74 1.2
CPT 36.8 8.6 62.9 5.6 31.24 1.2
GPT 36.0 8.6 61.1 5.6 30.49 1.2
TPT 36.7 8.7 62.8 5.7 31.74 1.2
RPT 37.1 8.7 63.5 5.7 31.98 1.2
SPT 37.8 8.6 64.9 5.5 32.13 1.2
H4 73.6 9.7 138.1 5.6 69.49 1.2

8Uncertainties (S) are onme sigma (68

percent confidence interval), and are
expressed as a percentage of the count rate.
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7.2.3 Observations

This section of the report was intended to demonstrate that the
CFMS measurements verified the assigned concentrations. The CFMS
data, however, were not as useful for this purpose as had been
anticipated. Before examining the verification data, it is
worthwhile to describe an inherent limitation of Nal detector
systems, and to make one observation regarding the raw CFMS data.

For a pad containing ome enriched radioelement, it is difficult
to verify the concentrations of the two unenriched radioelements
in the pad using a Nal detector system. This limitation is
apparent from an examination of the data presented in Table 7-10.
The table shows the percentage of the count rate observed in
each spectral window, due to each radioelement, for typical pads,
based on previous calibrations of the CFMS detector. Note that,
in almost all cases, the primary enriched radioelement dominates
the observed count rate in all three spectral windows. The
potassium pads are the exception because the potassium ‘enrich-
ment’ is not large in terms of gamma—ray intensity and the potas—
sium gamma-ray: flux does not contribute to count rates in the
radiom and thorium windows. The end result is that, in any given
spectral window, count rates contributed by the nonprimary
radioelements are difficult to observe because large subtractions
must be made to obtain small differences.

With respect to the raw CFMS data, it is important to note that
the measured gamma-ray activities of the background pads are
contaminated in certain cases. An examination of the count rates
of the six background (xPB) pads (Table 7-7) reveals that the
background measurements for the field sites are significantly
greater than those for Grand Junction. Because of exposed
sources and other pertinent history at Grand Junctiom, and due to
geologic conditions at some of the field sites, we would expect
the opposite. Note also that the count rates in the radium and
thorium windows for the potassium pads at certain field sites
(CPK, GPK, and TPK) are less than corresponding count rates from
the respective background pad (CPB, GPB, and TPB). Since the
potassium pads contain more radium and thorium than the back-
ground pads, these differences should be reversed; the fact that
they are not is not explained by counting uncertainties. We
suspect that the elevated background measurements at certain
field sites were due to a neutron source carried on the CFMS
truck for measuring moisture in the subsurface calibration models
at these sites. During background measurements at Grand
Junction, this source was not on the truck. Although the source
was shielded by neutron—absorbing material during pad measure-

. ments at the field sites, the source and shield were within 5§ to
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Table 7-10. Percentage Contribution to Spectral Windows Due
to Each Radioelement for Typical Calibration Pads

Type of Percentage Contribution to Each Spectral Window
Enriched Potassium Window Radium Window Thorium Window
Pad® K Ra Th Ra Th Ra Th
Potassium 95 4 1 65 35 7 93

Radium
Low 18 79 3 94 6 37 63
Medium 6 93 1 98 2 68 32
High 2 98 - 100 - 90 10
Thorium 10 16 74 11 89 - 100

aRaci;'.oelement concentrations, in pCi/g, typical of those
contained in the calibration pads are the following:

K-40 Ra-—-226 Th-232
Potassium—Enriched 52 0.7 0.2
Radium—Enriched
Low 13 18 0.8
Medium 13 67 0.8
High 13 280 0.8
Thorium—Enriched 13 6.7 33

20 feet of the detector. The truck, and hence the neutron
source, was not repeatably positioned with respect to any of the
pads, making it impossible to subsequently correct for gamma '
radiation emitted by this source. As a consequence, concentra—
tions derived from the CFMS data for the low-gamma-activity pads,
including all potassium pads, are degraded by this contamination,
and are therefore not very useful for verification purposes.

For purposes of verifying the concentration assignments, expected
count rates and their uncertainties for each pad were determined
as discussed above (see Table 7-9). The uncertainties were
computed strictly from the least-squares regression used to
determine the coefficients (Walpole and Myers, 1972); they are
therefore a measure of the goodness of fit of the regression and
do not reflect propagation of uncertainties associated with the
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concentration assignments, exhalation correction factors, or
moisture correction factors., The expected and observed count
rates were compared using two methods (Table 7-11), One compari—
son is the ratio of the difference between the observed and
expected count rates to the expected count rate, This ratio is
expressed as a percentage, e(%), and represents the relative
difference between the two count rates. Pursuant to our objec—
tive of verifying the assigned concentrations to within a few
percent, this method permits comparison of the expected and
observed count rates on the basis of percentage difference.
However, a large percentage difference may mnot be statistically
significant. The second comparison, therefore, is the ratio of
the difference between the observed and expected count rates to
the uncertainty; that is, it is the difference between the two
count rates expressed as a fraction of the measurement uncer—
tainty (standard deviation). This ratio is denoted e(s). If
there were no difference statistically between the two count
rates, we would expect e(s) to be between +3 and -3, 99 percent
of the time. Comparisons made using these two methods permit
simultaneous comparisons of absolute errors, e(%), in percen—
tages, and statistical errors, e(s), in fractions of expected
standard deviation. A large value for e(%), associated with an
e(s) value in excess of 3, indicates a significant difference
between the two count rates.

Examination of e(s) for all spectral windows (Table 7-11) indi-
cates that many of the differences can not be explained as varia-
tions due to counting statistics omly, i.e., 99 percent of them
are not less than or equal to 3. Even so, the following observa-
tions can be made for purposes of verification.

Thoriuﬁ—Enriched Pads

e The observed count rates agree with the expected count rates
to within 7.5 percent and 3 sigmas for all three windows. The
comparisons thus indicate that the assignments of thorium con-
centrations for the thorium pads are consistent to within 7.5
percent.

Potassium—Enriched Pads

e The contamination described earlier significantly affected the
observed count rates, especially for the radium and thorium
windows. As a consequence, only the potassium—window count-
rate comparisons were used for purposes of verification for
these pads. Note that the values for e(%) are within 12
percent, with those for RPK and SPK being the highest. An
increase in background count rate of not more than 1 cps for
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the potassium window, which is within the measured background
count rates of the other sites, will yield e(%) values within
6 percent for these two pads (RPK and SPK). We suspect there-
fore that the contamination in the measurements is the primary
source of the disparity between the expected and the observed
count rates. We do not conclude that the assigned concen-
trations are in error by this amount.

Radium—Enriched Pads

For all three windows, ome—third to one—half of the e(s)
values are greater than 3, indicating that either the expected
uncertainties are low [see footnote (b) of Table 7-11] or that
other errors are significant. We suspect that a combination
of these two possibilities is the actual case.

For the radium window, e(%) is less than 12 percent, except on
pad NPL where the value is 18.9 percent. For the potassium
window, e(%) is less than 11 percent, except on pads NPL (18.3
percent), PPH (16.4 percent), and SPH (13.4 percent). As
expected, the values of e(%) for the potassium and radium
windows are strongly correlated, because radium dominates the
count rates in both windows. We attribute part of the vari-—
ance that exists in the data for both windows to uncertainties
in the radon—exhalation correction. As shown in Figure 7-6,
there is no definite correlation between concentration and
e(%), so problems due to errors in background, dead-time cor—
rection, or the regression coefficients are eliminated, leav—
ing radon exhalation as the most likely source of variance.

For the thorium window, e(%) is larger than for the other
windows, but generally less than approximately 30 percent. We
attribute these high e(%) values to slight gain drifts in the
CFMS, which occur because the count rate in this window is
primarily due to radium and because the count rate is sensi-
tive to the position of the lower boundary of the thorium
window. The lower boundary, at 2475 keV, falls near the peak
of the 2448-keV line from Bi-214,

In conclusion, we estimate that the assignments of radium-226
concentrations have been verified to within 6 percent.
Although the measurements only directly verified the assign—
ments to within roughly 12 percent (with a few exceptions), we
attribute the additional 6 percent variation to uncertainty in
radon-exhalation corrections.
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Comparisons of Expected and Observed Count Rates

Table 7-11.

Thorium Windog
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e(%) is the difference between the observed and expected

count rates, expressed as a percentage of the expected count

rate.

-

e(s) is the difference between the observed and expected

b
count rates, expressed as a multiple of the measurement

uncertainty.
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Table 7-11. Comparisons of Expected and Observed Count Rates

(continued)
Potassium Window  Radium Window  Thorium Windoy
Pad e(®)8®  e(s)b e(B)8 ()P (W8 e(s)
Potassium—Enriched Pads
PK 6.5 0.3 28.6 3.3 -66.7 -6.0
CPK 0 0 -100.0 -17.5 -100.0 -8.9
GPK -4.7 -0.2 -100.0 -28.5 -100.0 -9.7
TPK 5.3 0.2 -100.0 -4.3 -100.0 -3.2
RPK 11.1 0.5 -100.0 8.5 -100.0 2.9
SPK 8.7 0.4 -100.0 4.5 -100.0 2.3
H2 5.1 0.2 12.5 1.7 -22.2 -2.0
Thorium—Enriched Pads
PT 7.3 0.8 5.7 1.0 2.8 1.6
CPT -1.4 -0.2 -0.6 -0.1 0.2 0.1
GPT 5.0 0.6 4.9 0.8 5.0 2.6
TPT 3.5 0.4 3.7 0.6 1.5 0.8
RPT 5.7 0.6 5.2 0.9 2.3 1.2
SPT 0 0 -0.3 -0.1 0.5 0.3
H4 3.0 0.3 2.8 0.5 0 0

Be(%) is the difference between the observed and expected
count rates, expressed as a percentage of the expected count
rate,

be(s) is the difference between the observed and expected
count rates, expressed as a multiple of the measurement
uncertainty.
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